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Rabi Award

The Rabi Award was presented to Robert F. C. Vessot, Harvard-Smithsonian Center for
Astrophysics, "for contributions to hydrogen maser technology and applications.” The award was presented
by Leonard S. Cutler, Hewlett Packard Co.
Sawyer Award

The Sawyer Award was presented to Jack L. Saunders, Saunders and Associates, “for leadership

in the development and manufacture of quartz resonator measurement equipment used throughout the
industry." The award was presented by Charles Adams, Hewlett Packard Co.

Robert F. C. Vessot, Rabi Award winner; Hirofumi Kawashima, Cady Award winner; and Jack L.
Saunders, Sawyer Award winner.

Distinguished Lecturer Award

Also presented during the Symposium award ceremony was the Distinguished Lecturer Award to
John R. Vig, U.S. Army Research Laboratory. The award was presented by UFFC Society President
James F. Greenleaf. Vig was elected by the UFFC-Soc Ad Com to be the Society's Distinguished Lecturer
for 1992-93. The title of his lecture was "High-Accuracy Oscillators and Clocks."



1993 IEEE INTERNATIONAL FREQUENCY CONTROL SYMPOSIUM

RELATIVITY IN THE FUTURE OF ENGINEERING

Neil Ashby
Department of Physics, Campus Box 390
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Boulder, CO 80309-0390

Abstract

Improvements in clock technology make it possible
to develop extremely accurate timing, ranging, naviga-
tion, and communications systems. Three relativistic
effects-time dilation, the Sagnac effect, and gravita-
tional frequency shifts—must be accounted for in order
for modern systems to work properly. These effects will
be related in a non-mathematical way to fundamental
relativity principles: constancy of the speed of light,
and the principle of equivalence. Examples of current
and future engineering applications will be discussed,
such as in the Global Positioning System, in time syn-
chronization systems, geodesy, and communications.

Atomic Clocks

Relativistic effects become important in applica-
tions requiring very accurate timing, time transfer, or
synchronization. Many engineering systems are be-
ginning to rely on modern atomic clocks which have
fractional frequency stabilities of the order of 10~!2 or
10713, An excellent example is the Global Positioning
System (GPS), in which about a dozen relativistic ef-
fects must be accounted for in order for the system to
work properly. Atomic clock technology not only pro-
vides the basis for the definition of the second as the
unit of time, this technology is expected to improve
rapidly in the future. Vessot et af.! have summarized
potential future performance improvements in several
promising devices including cryogenic H-masers, Cs
fountains, and trapped Hg ions; these predictions are
summarized in Fig. 1. These analyses show there is
some hope that fractional frequency stabilities in the
range 10716 to 10717 can be achieved. For this paper I
shall however adopt a conservative fractional frequency
stability figure of 10! as a guideline for determining
what relativistic effects might be important in the fu-
ture.
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Fig. 1. Predicted Allan variance for future fre-
quency standards. (This assumes no system-
atic effects in Cs and Hg devices.)

Constancy of the Speed of Light

Relativity enters metrology in a most fundamen-
tal way through the so-called ‘Second Postulate’ of the
special theory of relativity, the principle of the con-
stancy of the speed of light, ¢. This now widely ac-
cepted principle states that the speed of light in free
space has the same value in all inertial systems, inde-
pendent of the motion of the source. The speed of light
is also independent of the motion of the observer. The
numerical value of ¢ has been defined by convention:

(1)

In conjunction with the adopted unit of time, this value
for ¢ defines the SI unit of length, the meter. In think-
ing about the speed of light, a convenient alternative
rule of thumb is that ¢ is approximately equal to one
foot per nanosecond (1 nanosecond = 1 ns = 107°
second).

In an inertial frame of reference, the principle of
the constancy of ¢ provides a means of synchronizing

c = 299 792 498 meters/second.



remotely placed clocks. Consider two standard clocks,
A and B, placed at rest a distance L (meters) apart.
(The distance L could be found by measuring the time
on clock A required for a light signal to propagate from
A to B and back, and multiplying by ¢/2. This would
not depend on the presence of a clock at B.) Now sup-
pose a signal originates at clock A at time t4. The
time required for the signal to propagate in one direc-
tion from A to B is L/c. The clock at B will then be
synchronized with that at A if the signal arrives at the
time tp given by

tg=ta+ L/ec. (2)

This procedure is called the ‘Einstein Synchronization
Procedure’ and clocks distributed at rest in any inertial
frame will be presumed to be synchronized by this or
an equivalent procedure.

Clearly in discussing electromagnetic signals as I
have done above, I am ignoring quite a few practical
difficulties. Signals must have sufficient spectral band-
width that it is possible to reconstruct well-defined
pulses in time. Noise in real clocks, frequency drifts
due to environmental factors, etc., are not a concern
here. Also I’m usually going to ignore effects on prop-
agation speed which might arise because the signals
propagate through a medium rather than through a
vacuum.
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Fig. 2. Idealized conception of a navigation
and time transfer system.

Navigation

Keeping these caveats in mind, the constancy of ¢
leads to the following idealized conception of a naviga-
tional system. Referring to Fig. 2, suppose four trans-
mitters, each with its own standard clock, are placed
at known locations r;. Assume the clocks are synchro-
nized by the Einstein procedure. There is a receiver at
unknown position r carrying a standard clock which
has not been synchronized. Let these transmitters
rapidly transmit synchronized pulses which are tagged

with the transmitter’s position and time, so that a re-
ceiver can determine the time ¢; and the location r; of
the pulse from transmitter j. The receiver’s position
r and clock time ¢ can then be determined by solving
four simultaneous propagation delay equations:
(r—r;)* =2t - t;)% i=1234 (3)
for the unknowns r and ¢. These equations just express
the principle of the constancy of the speed of light in an
inertial frame. Clearly a timing error of one nanosec-

ond would lead to a an error of about a foot in position
determination.

Event Detection

There is a kind of reciprocity in this situation
which can be used for event detection: suppose that
instead of transmitters at the locations r; there are re-
ceivers, tied to synchronized standard clocks. Suppose
that an event occurs at the position r at time ¢ caus-
ing a signal to be transmitted, which is received at the
four receivers at the respective known positions r; at
the measured times ¢;. Then by solving four propa-
gation equations of the form of Egs. (3), the position
of the event and the time at which it occurs can be
determined. If some information about the position
of the event is available, it may be possible to locate
the event by solving fewer than four propagation delay
equations.

Fault Location

As an example of event detection using only two
synchronized clocks, consider the problem of determin-
ing the location and time of a fault that occurs in a
power line stretching between two detectors a distance
L apart. In Fig. 3, clocks at the ends of the line are
synchronized from some independent primary reference
clock. A fault occurring at distances L;, L, from the
respective detectors at the ends of the lines sends out a
signal at time ¢ which is received at times ty, t5 at the
respective ends of the line. A previous survey would
give

L=1L,+ L,, )

whereas from the constancy of ¢, the times t;, {5 are
related to the time ¢ by propagation delay equations:

ti=t+ Life, ta=1+ La/c. (5)

Solution of only two propagation delay equations, in
conjunction with Eq. (4), gives the time and position
of the fault. To locate the fault to within one foot
requires synchronization to better than a nanosecond.
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Fig. 3. Fault location using constancy of c.

Breakdown of Simultaneity

The discussion above assumes that the clocks are
at rest in some inertial reference frame. Usually how-
ever clocks are in motion; for example in Fig. 2 the
transmitters could be orbiting the earth. Relative mo-
tion introduces subtle new effects; perhaps the most
profound of these is the breakdown of the concept of
simultaneity. Events which appear to occur simulta-
neously in one inertial frame may not appear simulta-
ncous to observers in some other inertial frame, which
is moving with respect to the first. This is a direct
consequence of the principle of the constancy of c.

In discussing measurements made by observers in
two different, relatively moving inertial frames, one
always imagines that each observer is equipped with
his/her own measuring rods and standard clocks, that
the clocks used by observers in one frame are at rest,
and that they are synchronized by the Einstein pro-
cedure. In each of the inertial frames, any particular
clectromagnetic signal propagates with speed c.

Consider then as in Fig. 4. two events consisting
of two lighting strokes which hit the two ends of a train
of length L = 2z simultaneously as seen by observers
on the ground. The train is assumed to be moving to
the right at speed v relative to the ground. For ease of
discussion, I’ll refer to the ground as the ‘rest’ frame,
and the train as the ‘moving’ frame. Observers on the
ground (in the rest frame) can determine the midpoint
between the two lightning strokes, a distance z from
either end of the initial position of the train. They will
then find that light signals from the two events will
propagate along the tracks and collide at the midpoint.
This has nothing to do with the motion of the train.

Now look at the sequence of events involving a
moving observer, sitting at the midpoint of the moving

train. As the train moves forward, this observer ap-
proaches the oncoming light emitted from the event at
the front of the train, and recedes from the light signal
emitted from the event at the back of the train. There-
fore the moving observer will encounter light from the
front event first, and will have to conclude that the
event at the front of the train occurred first. By the
principle of the constancy of ¢, light must travel with
speed ¢ no matter what the value of the relative speed
v is. So if light from event A arrives before that from
event B, which is the same distance away, then event
A must occur first.
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Fig. 4. Thought experiment illustrating rela-
tivity of simultaneity.

To analyze this approximately is not difficult.
Suppose the zero of time for observers in both the rest
and the moving frames is set to occur at the instant
the midpoint of the train encounters the signal from
the lightning stroke at the front of the train. I’ll use
primes to denote quantities measured by the moving
observer. Then to the moving observer, the time ¢’ of
the stroke at the front of the train is

U =-=.

- 6)
To observers in the rest frame, however, the midpoint
of the train is approaching the signal at the relative
speed ¢ + v, so to first order in v,

z z vz
t=— PO iy
ct+v c + c? (6)
Therefore oz
vV=t- = (8)

The term —vz/c? is a relativistic correction for break-
down of simultaneity. The effect is proportional to the
relative velocity and proportional to the distance x.
Putting in some numbers, suppose » = 1000 km
per hour (typical for a jet aircraft) and z = 3500 km.
Then the correction is 108 ns. The negative sign in Eq.



(8) means that of two events simultaneous in the rest
frame, to the moving observer the event farther out in
front, at the more positive x, occurs earlier.

Sagnac Effect

The above discussion of the breakdown of simul-
taneity can be used to understand the peculiar physics
on the edge of a slowly rotating disc. The prime engi-
neering application is to time transfer and synchroniza-
tion on the surface of the rotating earth. For purposes
of illustration, therefore, I’ll use the angular velocity
of rotation of the earth, w = 7.29 x 105 rad/sec, and
for the equatorial radius of the earth, R = 6.378 x 10°
meters.

In this case the rest frame is a local non-rotating
frame, with axes pointing toward the fixed stars, but
with origin at the center of the earth. The moving
frame is a reference frame extending over a small por-
tion of the rotating earth’s surface, having velocity
v = wr relative to the rest frame, where r is the dis-
tance of the clocks from the rotation axis.

Now imagine two clocks fixed a small east-west
distance z apart on the equator of the earth. Viewed
from the nonrotating frame they will be moving with
approximately equal speeds v = wr. If a clock syn-
chronization process involving electromagnetic signals
were carried out by two earth-fixed observers using Ein-
stein synchronization in the moving frame, then the
two clocks would not be synchronous when viewed from
the nonrotating frame. The magnitude of the discrep-
ancy is vz/c? = wrz/c? = (2w/c?)(rz/2). If this syn-
chronization process is performed successively all the
way around the circle, then effectively the distance z
is ¢ = 27r, and the time discrepancy is thus

At = 2w/c? x 77, 9)

where 772 is the area enclosed by the path followed
during the synchronization process. For example, syn-
chronization around the earth’s equator involves a dis-
crepancy

At = 2;7;32 ~ 208 ns. (10
C

upon arriving back at the starting point.

This effect is known as the Sagnac effect. If the
synchronization path were westward around the earth
rather than eastward, then the discrepancy would be of
opposite sign. This means that Einstein synchroniza-
tion in a rotating reference frame is not self-consistent:
If A is synchronized with B and B is synchronized with
C, then A is not necessary synchronized with C. In or-
der to avoid difficulties with such non-transitivity it is

best to adopt time in the non-rotating frame as the
measure of time in the rotating frame. Thus one dis-
cards Einstein synchronization in the rotating frame.

To put it another way, if Einstein synchronization
is used in the earth-fixed rotating frame, then it is nec-
essary to apply a ‘Sagnac correction’ to the readings
of clocks on the rotating earth, in order the obtain an
internally consistent ‘coordinate time’ on earth’s sur-
face.

This is illustrated in Fig. 5, where there is a sketch
of a flattened rotating earth. For a sequence of synchro-
nization processes forming a closed circuit on the rotat-
ing earth, upon projecting the path onto the equatorial
plane of the earth one can determine the projected area
Ag. The Consultative Committee for the Definition of
the Second and the International Radio Consultative
Committee have agreed that, in order to obtain consis-
tently synchronized clocks on the earth’s surface at the
subnanosecond level, the correction term to be applied
is of the form

At =2uw/c? x A, (11)

where Ag is the projected area on the earth’s equato-
rial plane swept out by the vector whose tail is at the
center of the earth and whose head is at the position
of the electromagnetic signal pulse. The area Ag is
taken as positive if the head of the vector moves in the
eastward direction. If two clocks located on the earth’s
surface are compared by using electromagnetic signals
in the rotating frame of the earth, then At must be sub-
tracted from the measured time difference (east clock
minus west clock) in order to synchronize the clocks
so they will measure coordinate time on the rotating
earth. They will effectively measure time in the local
non-rotating frame attached to the earth’s center.

2WAE
2

At =

Sagnac Correction:
C

Fig. 5. Projected area for a sequence of Ein-
stein synchronization processed forming a
closed circuit on the rotating earth’s surface.



Lack of transitivity in synchronization has impli-
cations for devices which rely on accurate synchroniza-
tion. Suppose a communications network distributes
synchronization through a series of nodes, along two
different paths, to the ends of a communication link
as in Fig. 6. If the area enclosed by the path, pro-
jected onto the earth’s equatorial plane, is not zero,
then problems with inconsistent synchronization can
arise. For example, suppose one synchronization link
goes from San Francisco directly to New York, while a
second link goes from San Francisco to Miami and then
to New York. The discrepancy in synchronization be-
tween these two paths due to the Sagnac effect is about
11 ns. While this is not significant if the signal is 60 Hz
as in a power grid, in an optical communications net-
work operating at 101® Hz the discrepancy amounts to
107 cycles of oscillation. Depending on the design of
the system this may become significant in the future.

Primary Reference
Source
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Fig. 6. Distribution of synchronization for a
communications network.

Furthermore, if the trouble is taken to incorporate
hardware delays to compensate for the Sagnac effect
while sending in one direction, then when the commu-
nications are sent back the other way over the same
link the effect will become twice as big. The effect
is asymmetric. The same effect will occur in optical
fiber communications networks where the speed of sig-

nal propagation may be significantly less than ¢. In the
rotating reference frame the Sagnac effect is a property
of space and time, not dependent on signal propagation
speed.

Irg + vt - rAl2 = (ct)2

Fig. 7. The Sagnac effect will be automat-
ically included if receiver motion due to
earth rotation during signal propagation is ac-
counted for.

An equivalent way of looking at this phenomenon
is diagrammed in Fig. 7, which shows a signal trans-
mitted from a satellite to a ground-based receiver.
From the point of view of the nonrotating frame, the
signal goes in a straight line with speed ¢, from the
initial transmitter position r, to the final receiver po-
sition. If in this frame one accounts for the motion of
the receiver during the propagation of the signal, then
the Sagnac effect will be automatically accounted for.
This if the initial position of the the receiver is rg, the
velocity of the receiver is v, and the signal propagation
time is ¢, constancy of ¢ requires

frp + vt —ra| = (ct)’ (12)

Iterative solution of Eq. (12) for t is equivalent to
calculating the Sagnac correction.

Time Dilation

In the previous section I discussed two effects
which are of first order in the velocity—the breakdown
of simultaneity, and the Sagnac effect. In this section
I shall discuss another famous effect-time dilation-
which is of second order in the velocity. Imagine two



inertial frames, a ‘rest’ frame or laboratory frame, and
a moving frame. A clock in the moving frame beats
more slowly than clocks in the rest frame with which
it is successively compared. The following thought ex-
periment will readily convince anyone that the princi-
ple of the constancy of the speed of light requires the
‘moving’ clock to beat more slowly. A prime denotes
quantities'measured in the moving frame.

Suppose that observers in the two inertial frames
each possess a set of rectangular Cartesian coordinate
axes which they orient so that the z,z’ and y,y axes
are parallel. The direction of relative motion is parallel
to the z, 2’ axes. The moving observer orients a rod of
length L' along the ¢ axis, and sends a light signal up
along this rod from one end to the other. The situation
is diagrammed in Fig. 8. To simplify the discussion
one assumes that the light starts out at the instant the
origins of the two reference frames pass by each other.

Thought experiment viewed
in 'rest’ frame.

D

[
>
&% L

speed v x,x'

Thought experiment viewed
in ‘moving’ frame.
Y b4

speed ¢
[

speed v

Fig. 8. Thought experiment showing that
‘moving’ clocks beat more slowly than clocks
that remain ‘at rest’.

The lower part of Fig. 8 shows the situation from
the point of view of observers in the moving frame.

The time ¢’ required for light to travel along the rod is
simply
t'=1L]e. (13)

The clock faces on the lower part of Fig. 8 indicate
time at the beginning and end of the experiment.

The upper part of Fig. 8 shows the experiment
from the point of view of observers in the rest frame.
Breakdown of simultaneity would create difficulties for
measurements of lengths oriented parallel to the rel-
ative velocity. But since this rod is oriented perpen-
dicular to the relative velocity, by symmetry it is not
possible for the rod to appear changed in length. So
this rod has length L = L' as it moves through the
rest frame. The rod is moving to the right with speed
v and the light travels along the rod, so there has to be
a horizontal component of velocity of the light equal to
v. The vertical component of the velocity of the light
certainly has to be less than ¢; therefore the time re-
quired for the light to reach to upper end of the rod
certainly has to be greater than L/c¢. This argument
shows qualitatively that the clocks in the moving frame
will beat more slowly than the sequence of clocks with
which they are compared in the rest frame.

The top part of Fig. 8 actually gives the right an-
swer, for by the principle of the constancy of the speed
of light, the vertical component of the light velocity in
the rest frame is just v/¢2 — v2. Thus for observers in
the rest frame, the time ¢ required for the light to reach
the upper end of the rod is just

t=L/Ve? -2, (14)

so the relationship between #’ and ¢ obtained by elimi-
nating L from Egs. (13) and (14) and L = L' is:

t = /1— v2/c2t. (15)

Usually the ratio v/c is small, so the square root can
be expanded, giving approximately

12
t’z (1— 5_65) t. (16)

The fractional slowing is given by the correction v?/2c?
in the above equation. This correction is also com-
monly called the second-order Doppler shift, or trans-
verse Doppler shift.

Some examples of the size of this effect are as fol-
lows. For a clock at rest on the earth’s equator, and
viewed from the nonrotating frame,

v?

%cz ~ —-1.2 x 10712, (17)



this would accumulate to about 104 ns in one day. For
a clock in a satellite orbiting the earth at 100 km alti-
tude,

142

—5F &34 10719, (18)

For a clock in a GPS satellite,

192

—5 7 N —8.34x 10712, (19)
Keeping in mind that in the future the fractional fre-
quency stability of orbiting clocks may approach a part
in 105, these are very large effects. Even for clocks of
frequency stability 1 x 1073, as in the GPS Block II
satellites, the second-order Doppler shift for an earth-
fixed clock is significant.

Gravitational Frequency Shifts

The Sagnac effect and the second-order Doppler
shift are effects which can be understood on the basis
of the Special Theory of Relativity. A third effect—
the gravitational frequency shift-occurs when signals
are sent from one location to another having a dif-
ferent gravitational potential. The effect can be un-
derstood in an elementary way using the fundamen-
tal assumption of the General Theory of Relativity—
Einstein’s Principle of Equivalence.?

The Principle of Equivalence

Einstein’s Equivalence Principle states that over a
small region of space and time, a fictitious gravitational
field induced by acceleration cannot be distinguished
from a gravitational field produced by mass. Thus the
fictitious centrifugal force one feels in turning a cor-
ner in a vehicle has the same physical effects as a real
gravitational field. An immediate consequence of the
Equivalence Principle is that gravitational fields can be
reduced to zero by transforming to a freely falling refer-
ence frame. The fictitious gravitational field due to the
acceleration then exactly cancels the real gravitational
field.

All experiments performed in a real gravitational
field, such as in a laboratory on the surface of the earth
where there is a gravitational field g, will have the
same results at experiments performed in a laboratory
in free space which is accelerated in the opposite direc-
tion with acceleration a = —g. In Fig. 9a are sketched
some experiments performed in a laboratory fixed on
the earth’s surface. For example two objects of differ-
ent compositions are observed to fall downward with
equal accelerations g. (This is related to the deep ex-
perimental fact of the strict proportionality of inertial

and gravitational mass, a subject we shall not go into
here.?) In Fig. 9b, a similar experiment is performed
in a laboratory in free space which is being pulled up-
ward with acceleration g. A non-accelerated observer
sees that the apple and the lead ball have no forces
exerted on them so remain at rest with respect to each
other and the laboratory is accelerated past the ob-
jects, whereas the observer in the accelerated frame
sees the objects ‘fall’ downward with identical acceler-
ations g.

Fig. 9a. All objects fall with equal accelera-
tions in a laboratory near the earth’s surface.

The equivalence of the two laboratories implies
that a beam of light is deflected toward the source of
the gravitational field. Let a beam of light—which trav-
els in a straight line in free space—enter the side of the
accelerated laboratory (near the top, in Fig. 9b). The
observer in this laboratory is accelerated past the light,
so it must appear to fall down just as do the massive
objects. The experiment must have the same outcome
in the non-accelerated laboratory on earth, so to an ob-
server in a real gravitational field light must fall down.
A beam of light passing near any massive body will be
deflected towards the body.

Time Delay

If one imagines the wavefronts in a beam of light
as the beam is deflected toward the massive source of
a gravitational field, then one can picture the portions
of the wavefront nearest the mass being slowed down



slightly with respect to the portions of the wavefront
farther away from the source. The wavefront then tilts
over and the beam is thereby deflected. This means
that of two beams of light passing near a massive
source, the one which passes closer will take longer to
get by. Thus not only is light deflected, it is slowed
down by a gravitational field.

e — . _———
-
-
-

| Free Space |

Fig. 9b. By the Equivalence Principle, exper-
iments performed in an acclerated lab in free
space have the same outcomes.

Time delays of signals in the neighborhood of the
earth can be a few tenths of a nanosecond. Such time
delays are determined by a complicated logarithmic
function of signal path parameters, times the quan-
tity 4GME/c3, where G is the Newtonian gravita-
tional constant and Mg the earth’s mass. For earth
GMEg/c? = 0.443 cm, so the scale of such effects near
earth is

ﬁGME _ L7 cm

c c? ¢

= .06 ns. (20

This is not enough to worry about at the present time
but could be significant in the future-a timing error of
.1 ns in a navigational system would give rise to a 3
cm error in position.

L
7 1
Transmitter

Fig. 10. A signal travelling upwards in a gravi-
tational field is shifted towards lower frequen-
cies.

Gravitational Frequency Shifts

It follows from the Equivalence Principle that an
electromagnetic signal passing upwards in a gravita-
tional field will be redshifted. In Fig. 10 is a sketch
of an experiment performed in an equivalent labora-
tory, a rocket having acceleration g upwards in free
space. Imagine the situation from the point of view
of a non-accelerated frame. Suppose a signal leaves
the accelerated transmitter at the initial instant, when
the transmitter velocity is still zero. The signal up-
wards a distance L, and is received by the accelerated
receiver. The time required for the signal to propagate
from transmitter to receiver is:

t=1L/e. (21)

During this time, the receiver has picked up a velocity

v=gt=gL/c. (22)



To the receiver, the signal appears to come from a re-
ceding source and is Doppler shifted. To a first approx-
imation the fractional frequency shift is Af/f = —v/¢;
therefore the fractional frequency shift in the ‘effective’
gravitational field g is

Af v

fTeT

The quantity gL can be interpreted as the change in
gravitational potential, A¢, of the signal.
At the surface of the earth,

(23)

g/e? =1.09 x 10713 per km, (24)
which is very important for today’s time standards.
For example a signal of definite frequency originating
at mean sea level would be redshifted by 1.79 parts
in 10'2 upon arriving at the altitude of the NIST fre-
quency standards laboratory in Boulder, CO. Conse-
quently the contribution of the NIST time standard to
Universal Coordinated Time (UTC) requires that a pa-
per correction of -15.5 ns/day be applied to the NIST
clock before it can be compared to time standards at
mean sea level.

For a clock in a satellite orbiting the earth at 100
km altitude compared to one on the geoid,

a9

- =1.08 x 1071,
4

(25)

Not only will these effects be large in the future
when clock stabilities approach a part in 10!® or bet-
ter, it will be necessary to compute them quite accu-
rately. This will mean, for example, that there will
be a need for improved precision of the ephemerides of
clock-carrying satellites.

The Global Positioning System

The best existing example of an engineering sys-
tem in which relativity plays an essential role is the
GPS. This consists of a constellation of perhaps 24
earth-orbiting satellites carrying atomic clocks which
synchronously transmit navigation signals, much as de-
scribed in the discussion of Fig. 2. The satellite orbits
are at approximately 20,200 km altitude. Therefore
clocks in the satellites will be significantly blueshifted
in rate, compared to clocks on the ground. The second-
order Doppler shift of such clocks was given in Eq. (20).
Also, if the orbits are not perfectly circular (and they
almost never are), the clocks’ yo-yo motions towards
and away from the earth will generate periodic addi-
tional gravitational frequency shifts, and second-order
Doppler shifts. Further, observers on the ground who
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wish to make use of the navigational signals will expe-
rience the Sagnac effect due to earth’s rotation.

A complete discussion of all the significant rela-
tivistic effects, with analytical expressions for the nec-
essary corrections, can be found elsewhere.? Here I
shall just indicate roughly the magnitudes of some of
the corrections.

First, consider ground-based clocks in receivers
which are at rest on the earth’s surface. Standard
clocks on the geoid are used to define the unit of time;
however, from the point of view of a local, nonrotating
frame, there is a frequency shift due to earth’s mass;
the fractional frequency shift is about —7 x 10~!°. The
earth’s oblateness is associated with a quadrupole con-
tribution to the gravitational potential which cannot
be neglected; the fractional frequency shift is about
—4 x 10713, If earth-based clocks are not on the geoid
they suffer a gravitational frequency shift (see Egs.
(23-24)). Finally there is a second-order Doppler shift
due to the earth’s rotation; the fractional frequency
shift from this effect can be as large as —1.2 x 1012
(see Eq. 17).

For GPS receivers in motion relative to the earth’s
surface, there is an additional second-order Doppler
shift due to their speed with respect to the ground;
this can be of the order of 10712 depending on the
ground speed. Also, the Sagnac effect—or motion of the
receiver during propagation of the navigation signal-
may give rise to effects of several hundred nanoseconds
magnitude.

The transmitters themselves suffer a frequency
shift due to the earth’s gravitational potential, and a
second-order Doppler shift due to orbital motion; these
effects are several parts in 10'°. The additional fre-
quency shifts due to orbital eccentricities can be tens of
nanoseconds; for a GPS satellite of eccentricity e = .01,
the maximum size of the effect is about 23 ns.

Propagation of signals from transmitter to re-
ceivers are subject to the Sagnac effect, involving rel-
ativistic corrections of up to several hundred nanosec-
onds. Relativistic time delay of signals or relativistic
deflection of signals is a few tenths of nanoseconds and
is currently neglected in the GPS.

The Concept of Coordinate Time

With so many significant relativistic effects occur-
ring on earth-fixed and earth-orbiting clocks, the prob-
lem of synchronization of the clocks becomes an acute
one. Rates are affected by motional and gravitational
effects; synchronization on the spinning earth is incon-
sistent if the Einstein procedure is used. How is it pos-
sible to synchronize a network of distributed, rapidly



moving clocks so that a navigational system will work
as conceived in Fig. 27 What has been found to work
extremely well in the GPS is to use the time in a hy-
pothetical underlying local inertial frame, with origin
attached to the earth but not spinning, as the measure
of time. This time is not time on any standard clock
orbiting the earth; instead one makes use of general
relativity to correct the readings of such clocks so they
would agree with hypothetical clocks at rest in the lo-
cal inertial frame. The time obtained by so correcting
all the clocks in the system, is an example of coordinate
time.

Thus, imagine an underlying nonrotating frame,
or local inertial frame, unattached to the spinning
earth, with with its origin at the center of the earth.
This frame is sometimes called the “Earth-Centered In-
ertial” frame, or ECI frame. In this frame, introduce a
fictitious set of standard clocks available anywhere, all
synchronized via the Einstein procedure, and running
at agreed upon rates such that synchronization is main-
tained. Gravitional effects are incorporated by choos-
ing one clock as a Master Clock and requiring that all
other clocks be syntonized to the Master clock by sim-
ple transmission of signals without any frequency shift
corrections. The resulting time scale is called coordi-
nate time.

Now introduce a set of standard clocks distributed
around the surface of the rotating earth, or orbiting
the earth. To each one of these standard clocks a set
of systematic corrections is applied, so that at each
instant the standard clock as corrected agrees with the
time on a fictitious standard clock, at rest in the ECI
frame, with which it instantaneously coincides. The set
of corrected standard clocks will therefore be keeping
coordinate time. In other words, coordinate time is

equivalent to time measured by standard clocks in the
ECI frame.

Time measured on  coordinate clocks has two
highly desirable properties. First, synchronization is
reflexive: if A is synchronized with B, then B is syn-
chronized with A. Second, synchronization is transi-
tive: if A is synchronized with B, and B is synchro-
nized with C, then A is synchronized with C. Internal
inconsistencies are therely eliminated.

GPS time is an example of coordinate time. To
an observer on the earth’s geoid, a standard clock in a
GPS satellite in a nominally circular orbit would ap-
pear to be blueshifted by .4465 parts per billion, or
about 39,000 ns per day; this is a net effect of gravita-
tional frequency shifts and motional Doppler shifts of
satellite clocks relative to reference clocks fixed on the
ground. To compensate for this, the 10.23 MHz ref-
erence frequency of satellite clocks is adjusted down-
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ward to 10.229 999 995 43 MHz. The adjustment is
accomplished on the ground before the satellites are
launched.

Also, if the orbit of the satellite clock is not per-
fectly circular, there will be additional gravitational
and motional rate shifts which have to be accounted
for. The additional correction required to achieve syn-
chronization when the orbit eccentricity is not zero is
given by the expression*

At = +4.428 x 107 %./a sinE sec, (26)

where a is the semi-major axis in meters and E is the
eccentric anomaly. Usually the software in the user’s
receiver makes this correction.

Application of Satellite Navigation in Geodesy

The motivation to obtain accurate measurements
of movements of the earth’s crustal plates is intense.
Knowledge of these very slow motions is crucial to
the development of improved earthquake prediction ca-
pability; the potential impact on construction codes,
building restrictions, etc., is considerable. In recent
years the GPS has been successfully used to measure
very long baselines between fiducial points on differ-
ent crustal plates by a method described as “carrier
phase double difference.” Two receivers are placed at
the ends of a baseline of interest, and signals from two
satellites are then “double differenced” in a manner to
be described below. Differenceing removes the need for
some systematic corrections but as will be seen, there
are residual relativistic effects which must be accounted
for.

Referring to Fig. 6 and the propagation time ¢
given in Eq. (12), let the satellite position at the in-
stant of transmission tg be denoted by rs and the re-
ceiver or observer position at the same instant be de-
noted by ro. Let the coordinate time of arrival of the
signal at the observer be denoted by t{o. Then solving
Eq. (12) for the propagation time gives

lrs —rol

2w |1
to=ts + K + +c—2-[§rsxro]. (27)

The last term is the Sagnac correction and K repre-
sents a possible time offset or error of the receiver’s
clock. The rate adjustment applied to satellite clocks
means that the quantity {5 will have the correct scale
when received on the geoid. There is a further cor-
rection, from the non-circular motion of the satellite,
given by Eq. (26). Thus when all relativistic effects



are incorporated,

to=ts+ K + s Tol
w |1 28
+c—z'[§r5”0] (28)

+4.428 x 10~ 1%-/a sinE.

Let subscripts 1 and 2 denote the two different satel-
lites and the two different observers. Suppose there are
receivers at two different positions which receive a time
signal originating from a single satellite. Upon taking
the first differece of the arrival times, it is immediately
seen that the eccentricity term cancels out, leaving the
expression:

[rs —ro2| |rs —roi]
[

to2 —tor = K3 — K1 +

+ lr x (r roi)
= |gTs 02 —Tro1)| -

(29)
The Sagnac correction is still needed. The time of
transmission of the signal, t5, cancels out which lessens
the impact of selective availability.

Now the same set of measurements is taken, at es-
sentially the same time, using a second satellite. Writ-
ing another equation similar to Eq. (29) for the second
satellite and taking the difference, it can immediately
be seen that even the clock offsets in the receivers can-
cel out, leaving only the usual propagation delay terms
with relativistic corrections due to the rotation of the
earth:

(t02 _tOI)sz - (t02 - 101)51
_ |1‘s2 - 1‘02| _ ll‘sz - I‘o1|
- c c
_ Irsi—ro3] 4 |rs1 —roi|
c c

(30)

w [1
+ '2-(1‘52 —rs1) X (To2 — rm)] :
The Sagnac correction is still necessary. In this appli-
cation the correction is largest when the baseline is at
right angles to the line between the satellites; it can be
several hundred nanoseconds.

In Fig. 11 are plotted some baseline measurement
data taken repeatedly on baselines in the Southwest
Pacific, of lengths up to 2500 km.®> Only the length of
the baseline is shown here. The vertical scatter in the
plotted points gives a measure of the errors involved.
For the 2500 km baseline the spread is only a few cm.
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Fig. 11. Scatter in baseline lengths for sev-
eral different baselines measured during the
Southwest Pacific 1992 GPS Campaign. The
data were provided by UNAVCO.

Impact on Fundamental Metrology

The previous sections have been devoted almost
exclusively to the impact of relativity on the measure-
ments of time, with distance derived by multiplying by
c. At the level of a centimeter or less, there are ad-
ditional effects on the measurement of position which
arise because space in the neighborhood of a massive
body is distorted. Consider as in Fig. 12 an attempt to
establish a system of spatial coordinates in the neigh-
borhood of earth, against which to measure the posi-
tions of the earth’s crustal plates. Suppose that we
wish to measure angles in the usual Euclidean way,
so that a circle of coordinate radius r centered on the
earth would have a circumference 27xr, measured with
standard rods or with the help of the constancy of c.
Two such circles, of coordinate radii 7; and r5 are indi-
cated in Fig. 12. The standard distance from the inner
circle straight out along a radius to the outer circle is
not r, — ry; instead one finds the standard distance d
is

GMg
c2

d=ry—ry— In(rz/ry).
The correction due to space curvature is of the order
of 1 cm.

More generally, the fact that ¢ has a defined nu-

(31)
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merical value means that the physical unit of length
depends on the clock used to define the unit of time.
For example, in Barycentric Dynamical Time (TDB),
the unit of time is the same as that of clocks on earth,
in orbit around the sun, and the point of view taken
is that of an observer in a reference frame at rest with
respect to the solar system barycenter. The clocks on
earth beat more slowly than clocks at rest at infinity
in this system by the factor®

1-L=1-155x%x10"8. (32)

Therefore, the meter is physically longer, so the length
of a physical object is numerically smaller by this fac-
tor. The mass of the earth can be used to construct
a quantity having the physical dimensions of a length,
namely GMg/c?>. However c has a defined value; this
means that in TDB coordinates, GME is numerically
smaller than in SI units:

(GMg)rpp = (1 - L)(GMEg)s;. (33)

Standard distance from A to B:

r - rp - (.888 cm) In(ro/rq)

Fig. 12. Effect of spatial curvature on stan-
dard distance measurements.

Some Remarkable Cancellations

So far in this discussion I have ignored the fact
that the earth is actually an oblate ellipsoid; clocks
near one pole will be closer to the center of the earth

and will therefore be subject to a gravitational red-
shift; on the other hand in the ECI frame such clocks
are moving more slowly than clocks near the equator
and are subject to less second-order Doppler shift. This
is diagrammed in Fig. 13. Over the ages the earth’s
surface has assumed the approximate shape of a hydro-
static equipotential in the rotating frame-the average
shape of the ocean’s surface defines the geoid. it is a
remarkable fact that on the geoid, there is a very pre-
cise cancellation of gravitational frequency shifts and
motional Doppler shifts, so that all clocks at rest on
the geoid beat at the same rate! Therefore it is pos-
sible to construct a network of standard clocks on the
earth’s geoid, all beating at the same rate. However,
to synchronize these clocks consistently it is necessary
to correct for the Sagnac effect, due to the earth’s ro-
tation.

more gravitational redshift

more time dilation

Fig. 13. On the oblate rotating earth’s geoid,
changes in gravitation frequency shift are pre-
cisely compensated by second-order Doppler
shifts.

So far I have also ignored the possibility that the
sun, moon, or other planets might contribute to gravi-
tational frequency shifts. Also, the earth’s orbit is not
perfectly circular so one might expect a yo-yo effect on
the rates of earth-orbiting clocks somewhat analagous
to the correction given in Eq. (25) for GPS clocks. For
example, when a satellite is in earth’s shadow its clock
should be gravitationally blueshifted as compared to a
satellite-borne clock between the sun and earth. For
such a configuration, the fractional frequency shift be-
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tween clocks in the two satellites, due to the sun, is
about three parts in a trillion, which in an hour would
cause a 12 ns timing error to build up. Fortunately we
do not have to worry about this! This effect is cancelled
to high precision by other relativistic effects arising be-
cause the entire system of earth plus satellites is in free
fall around the sun. By the principle of equivalence,
we should not be surprised that for a system in free
fall, the gravitational effects of the sun are transformed
away. Detailed analysis of this situation is rather del-
icate; when comparing clocks in the ECI frame-which
is falling around the sun-with clocks in the solar sys-
tem center-of-mass frame, there is disagreement about
the meaning of simultaneity in the two frames. Using
coordinate time in the ECI frame, with clocks synchro-
nized by the Einstein procedure (modified by gravita-
tional effects), the gravitational effects due to other
solar system bodies will cancel to high accuracy. The
residual gravitational effects are due to tidal potentials
only, and are less than a part in 106,

Conclusion

In this paper, numerous examples of relativistic ef-
fects which are important for current and future navi-
gation, timing, and communications systems have been
discussed. Relativistic effects are always systematic,
but depend on knowledge of the positions and veloci-
ties of the various clocks in the given reference frame.
These effects are not noise; they are well-understood,
and can be corrected for to a high level of accuracy.
As clock stability and accuracy continues to improve
it will become increasingly important for system de-
signers and practitioners to become familiar with these
effects so they will be accounted for properly. I hope
this paper helps in a small way to educate those for
whom the mathematical apparatus of general relativ-
ity is excessively cumbersome.
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Abstract

Electric power systems in North America are
interconnected into several massive grids that span the
continent. AC synchronism within the grids and 60 Hz
frequency is maintained by matching power generation
levels to transmission capability and load patterns.
Controls are primarily protection relays and set point
stability monitors.

Cost and environmental concems discourage building new
facilities. This requires using existing facilities more
efficiently including heavier power transfer over existing
lines, better scheduling of both generation and load, and
integration of diverse power sources into the network. A
new generation of controls is needed to maintain stability
as these systems become more highly stressed.

Precise timing offers a new approach to system wide
controls. It enables measuring the system wide AC phase
as well as timing events and synchronizing controls. The
Global Position System (GPS) is the first system to
provide timing with enough precision to make this
approach practical. GPS also provides the wide area of
coverage, continuous availability, .and high reliability
required for power system control.

A number of utilities, including the Bonneville Power
Administration, have R & D programs for GPS timing
systems or advanced protection and control systems based
on precise timing. Several utilities have operational phase
angle measuring systems and more will go into service in
1993. At least two utilities will start using GPS based fault
location in 1993. The use of precise time will continue to
grow as more equipment becomes available, applications
are developed, and confidence in time based control
develops.

In ion

Time and frequency systems are an integral part of
operations and maintenance of electric power systems.

U.S. Government work not protected by U.S. copyright
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They are used for scheduling, billing, coordination, and
analysis. They are used to control power system
frequency, timetag disturbances, and locate power line
faults. In this paper I will survey power system operations
that require time and frequency, discuss some of the
related research projects at the Bonneville Power
Administration (BPA), and finally indicate some potential
directions of future developments.

BPA is a Federal power marketing agency whose service
area includes Washington, Oregon, Idaho, and Western
Montana. It operates the largest Northwest (NW) power
grid and controls 23,000 megawatts (MW) of generation.
It is a member of the Western States Coordinating Council
(WSCC), the western U.S. power grid. Examples in the
paper will be drawn from this system.

Power System Basics

The simplest power system is a generator connected to a
resistive load. There is no need for reactive compensation,
no need for synchronization with other generators, and no
concern for power signal frequency. Indeed, the first
power systems were used primarily for lighting and were
that simple. When motors and transformers are
introduced, some frequency control is required. Long
transmission lines introduce reactance so voltage control
can become a problem. Increasing power demand is
satisfied with more generators which require additional
synchronization.

Today electric power systems are interconnected into four
massive grids that span North America.!l WSCC is the
largest of those grids, covering the US and Canada from
the West coast to just east of the Rocky Mountains. There
arc many benefits to interconnecting the individual
systems., System reliability is enhanced by multiple
sources and many transmission paths. Sharing generation
can result in significant savings in meeting peak loads,
staggering maintenance, and using the most economical
sources. However interconnection also requires



synchronization and controls to prevent a problem in one
part of the system from causing problems elsewhere.

There are two distinct synchronizing issues found in power
systems. First, electric energy must be used as it is
generated. No one has created a successful electricity
reservoir or battery suitable for power system use. Load
must be constantly in balance with generation. Second,
power is produced and transmitted primarily as a 60 Hz
(50 Hz in Europe) alternating current.  Synchronous
devices such as generators and motors must be kept in
phase with each other; they must constantly track through
frequency changes and disturbances.

Electric power is produced primarily by turning an
alternator with a steam or water turbine. Power P
transferred from the turbine is expressed by P = T® where
T is the torque and  is the angular velocity. A decrease
of electric load on the generator reduces the resisting
torque so the speed of rotation will increase to absorb the
turbine power. Conversely, an increase in electric load
will cause the machine to slow down. This characteristic
inherently stabilizes and synchronizes a group of
generators. Each generator will find an operating point
and the constant small load changes will automatically
redistribute among the group. Similarly, if mechanical
power input to one of a group increases, it will accelerate
and take more load. The increased load will control its
acceleration and the decreased load on the other units will
allow them to speed up, keeping the whole group
synchronized.

Power transfer between two substations in an AC system is
defined by

V1V2 sin@
P= A (1]
where V1 and V2 are the terminal voltages, Z is the line
impedance between them, and @ is the included voltage
phase angle. Terminal voltages are controlled to be nearly
constant with inductors and capacitors. Since the line
impedance is fixed, the power transfer is determined
primarily by the phase angle between stations.2
Pr
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eneration Controls

Each power grid is divided into a number of
interconnected control areas (usually individual utility
service areas). Each area controller is responsible for
maintaining generation-load balance and consequently
frequency within that area. The control areas are
connected with tie lines (Figure 1). Power is scheduled

over the lines to maintain load balance within each area,
and errors show up as inadvertent interchange over those
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lines. An error in one area will cause an error in another
area. The control error (E) is computed by?

E = (T1 - To) - 10B(F] - Fy)

T1 = area interchange (MW)

TO = interchange schedule (MW)

F1 = actual system frequency (Hz)

FO = scheduled frequency (Hz)

B = area frequency bias (MW/0.1 Hz).

(2]

where

The area controller measures power interchange and
frequency and computes interchange error. An Automatic
Generation Control (AGC) is usually employed to
minimize the control error by continuously adjusting
generation. Errors in frequency or power measurement
will show up as inadvertent interchange or a system
frequency offset. For example, BPA with B = 250
MW/0.1 Hz, would compute 25 MW in error if the
frequency measurement were off by 0.01 Hz. AGC would
minimize E and consequently cause a 25 MW inadvertent
interchange. This is less than 1 % of a typical 3000 MW
area interchange schedule, but illustrates the need for
accurate frequency measurements.

CONTROL AREA

TIE LNE

CONTROL AREA |mieLme CONTROL AREA

TIE LINE

TO NEIGHBORING
ToAElHacANG UnLmes

Figure 1. Diagram of Control Areas with generation and
load interconnected with Tie Lines.

As a further complication, each utility must estimate and
schedule generation to serve its load. They may generate
their own power, but most buy some from other producers.
Load may vary by 300% throughout the day so generation
is scheduled in hourly increments. A generation dispatcher
can make schedule adjustments throughout the day to
maintain balance, although a gross imbalance such as a
generator failure may require power purchase on the spot
market, possibly at great expense. Advance scheduling is
essential since startup can take a whole day for a large
thermal plant. That also means some generation must be
kept on line and running well below capacity for
emergency backup. If generation is lost this "spinning



reserve” replaces the power and prevents system collapse.
Since spinning reserve is expensive, only a minimal
amount is kept running to serve the entire grid.

Close operational coordination throughout a grid is
essential to maintain proper power flows. A major utility
is designated the system timekeeper. They integrate the 60
Hz power signal and compare it with an accurate clock to
compute accumulated time error AT. If the accumulated
time error exceeds the allowable limit, a new frequency is
scheduled to bring the AT back to zero. WSCC allows up
to a 2 second error before rescheduling.!
m Py ion

A catastrophic event such as generator failure or
transmission line outage requires instantaneous response.
Protective devices called relays (which originally were
electromechanical relays) detect power line faults and loss
of synchronism. They operate circuit breakers and send
control signals for remedial action schemes. Their purpose
is to take appropriate action fast enough to protect
equipment and minimize system disturbances. Relaying is
predicated upon analysis of what will happen in various
scenarios under various operating conditions. Power
systems have become increasingly complex making
traditional relaying more difficult to do successfully. New
concepts of adaptive relaying where the relay adapts to
current operating conditions are being developed.
Advanced measurement methods discussed later in this
paper are essential for adaptive relaying,

Some protection equipment may never be required to
operate during its lifetime of 10-20 years; others will
operate constantly. It must reliably sit for long periods of
time in a ready mode. Each operation is a test of the
system that no one wants to repeat, but every engineer
wants to thoroughly analyze. Consequently power systems
are monitored extensively with automatic recording
equipment. Two of the most common are the Digital Fault
Recorder (DFR) and the Sequence of Events Recorder
(SER). The DFR records the actual power line voltage and
current waveforms that occur during a disturbance, With
this the protection engineer can determine the actual
conditions to which the control system responded. The
SER records the relay and switch responses. From this the
engineer can determine how the control system responded.
Sometimes the DFR and the SER are combined into one
instrument which makes correlation of the data easy.
When they are separate, timetags are required for data
correlation. Recordings made on separate instruments in
the same station can be hard wired to a common source so
it does not matter particularly if the device is "on time."
But if we wish to compare recordings between distant
stations, "on time" is essential. Utility wide
synchronization at the millisecond level is required to
adequately timetag DFR and SER records. The WSCC
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coordination goal is a minimal 8 ms across the system and
1 ms within each station.

Fault Location

Another important monitoring device is a fault locator. A
short circuit or fault usually can be cleared by momentarily
disconnecting the line. Occasionally equipment is
damaged and repair is required. Automatic fault location
is much faster and cheaper than patrolling the entire line.

When a fault occurs on a transmission line, the current
increases, voltage decreases, and a high frequency wave
propagates in both directions from the point of incidence at
nearly the speed of light. Fault location has relied on
computing the distance from the apparent line impedance
based on voltage and current. This technique does not
work well with series compensation (capacitors) and can
be thrown off by load current and mutual coupling.
However, location can also be computed by comparing the
arrival times of the traveling wave at substations on either
side of the fault (Figure 2). BPA designed and built the
Fault Location Acquisition Reporter (FLAR) based on this
principle. 45

E‘—"MA % \Va— \T'T,D{zl@
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X= X = Distance to fault

Figure 2. FLAR traveling wave fault locator diagram.

The FLAR system has microcomputer units installed at 24
key substations. Each has a precision clock synchronized
by a high frequency pulse sent over the microwave system.
The traveling waves are timetagged and reported to a
master computer at the control center. The master
correlates the timetags, computes the fault location and
reports it to system dispatching.

The system has proven to be accurate and reliable. The
drawback is that the synchronization pulse sent over the
microwave system uses 60 Khz of bandwidth, requires an
analog microwave, and is only available to major stations
within BPA's service area. The system is currently being
synchronized and extended with GPS.6



Power In Requirement

Industrialized nations are increasingly dependent on
continuous, reliable electric power. Outages are costly for
both power producers and power users. Power systems are
heavily capitalized and must operate near capacity to
remain economical. The equipment is expensive; mistakes
and failures can cause millions of dollars of damage in
seconds. Consequently protection and control systems

must be highly reliable and always available.

Likewise, time and frequency systems for power system
controls must be reliable, available, and accurate. They
must operate continuously over large geographical areas
through all weather and seasonal conditions. They must
operate unattended but reliably for long periods of time.
They need to have low periodic maintenance requirements
and alarm for failures. They have to be economical
enough to be paid for by the benefit they bring over the life
of the system (which can be 15-20 years). Above all they
must be reliable.

System Function § Measurement  {Optimum Accuracy
Fault Locator 300 meters* 1 microsecond
Relaying 1000 meters 3 microseconds
Stability Control § +1 degree 46 microseconds
State Estimator | +1 degree 46 microseconds
Oscillograph 1 millisecond
Event Recorder 1 millisecond

*300 meters is the distance between two HV towers.

Figure 3. Power System Timing Requirements Summary.

Present timing accuracy requirements are summarized in
Figure 3. A system that can deliver microsecond accuracy
and meet the other industry requirements would be an ideal
source. GPS now meets those requirements. It provides a
highly redundant, multiple access time service. With
multiple satellites there is little problem with signal
blocking. Power system noise does not interfere with
GPS's L-Band spread spectrum signal. The basic 200 ns
accuracy meets accuracy requirements very well. Even the
+1 ps maximum S/A error is within requirements. The
antennas are simple, easy to install and don't need
adjustments. Finally, the receivers themselves are mostly
digital, requiring little tuning or adjustment. Eventually
receivers will be made on a single chip or two increasing
reliability and reducing cost. Although other timing
systems have been proposed and may be developed in the
future’, GPS with its present quality of service will satisfy
power system needs for the foreseeable future.
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ApplicationsR & D

Electric power utilities have historically been involved in
Research and Development of power system controls.
Many system developments are new advances in the state
of the art and there are no off the shelf solutions. Two
areas of research BPA has been involved with, precise
timing and phase angle measurement, will be discussed.

Time Dissemination and FLAR Extension

BPA requirements called for fault location on a line that
extended outside of its service area. The synchronizing
pulse could not be reliably sent over a digital microwave.
The FLAR remote was finally synchronized with GPS
receivers. Following that the FLAR functions were built
into a GPS receiver. GPS-FLAR receivers could be the
basis for a complete closed loop time system (Figure 4).
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Figure 4. Closed Loop System. GPS provides primary
time with time and alarm monitor on data channel;
backup sync uses timetags.

With this proposed system GPS-FLAR receivers could be
installed at all substations requiring time or fault location.
Data communications closes the loop with time
verification and alarm reporting as well as timetag
reporting for fault location, where required. For
applications where precise time verification is required, an
additional timetag input channel can verify time from an
external source (such as the sync pulse) to within 100 ns.

Presently the FLAR system does not disseminate time of
day, only precise synchronization. Time for all other
applications is primarily broadcast as an IRIG-B signal
over the microwave. A few stations that do not have
microwave use GOES receivers with moderate success.
IRIG-B over the microwave has never worked very well
and is marginal with the automatic decoding equipment
presently used. BPA is considering replacement of its



present time dissemination system with this GPS based
alternative. Cost is still high compared with the present
system. Simpler, independent GPS receivers are also
being considered. In the mean time more GPS-FLAR
remotes are being installed for tie line fault location.
Laboratory receiver testing is continuing, particularly to
find better ways to diagnose receiver degradation before
failure. The new central time system at the power system
control center will have GPS synchronization.

Synchronous Phase Angle Measurement

A phasor is a vector representation of a sinusoidal quantity
which shows both magnitude and relative phase angle. A
power signal is a 60 Hz sinusoid and is commonly
analyzed in phasor format. Dr. Arun Phadke at Virginia
Polytechnic Institute and State University developed a
microcomputer system that will accurately compute power
system phasors in real time. The Phasor Measurement
Unit (PMU) digitizes the three phase waveforms at a 720
sample/second rate. After each sample the 60 Hz
component is derived by a Fourier transform using the last
12 samples. The three 60 Hz components are combined
into a single positive sequence phasor which represents the
magnitude and phase of a balanced three phase system. It
is a good representation of the state of a real power system
in all but extreme fault conditions. By precisely timing the
sampling clock with a GPS receiver, phase angle can be
accurately computed between any two measurement

points.®
O John Day \(

Phasor
Measurement < GES
_%g_ Unit Receiver

Dittmer

Master

Unit
‘%% Phasor \]/
Measurement g GPS
Unit Receiver

O Malin

Figure 5. Phasor Measurement System Test Diagram

BPA tested two prototype PMU's on BPA's 500 kVAC
Pacific Northwest-Southwest Intertie, the main
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transmission link between the two regions. PMU's were
installed about 250 miles apart at John Day Substation
along the Columbia River and Malin Substation at the
California border. A master terminal at the BPA
Laboratories in Vancouver, Washington recorded the data.
The two PMU's were synchronized by GPS receivers
(Figure 5).

Figures 6 and 7 are phasor data recordings of a disturbance
caused by a bus fault which tripped off an 1100 MW
nuclear power plant near Richland, Washington. A sharp
voltage dip is seen at both John Day and Malin during the
fault (about 30 milliseconds duration). It is followed by a
voltage rise and decrease in phase angle between John Day
and Malin as the power flow into California drops off,
The system gradually approaches its old operating point
during the 2 minutes following the fault.

LINLINE N B N (AL T L LA L SN TRNLAE B0 G LN SN N B

[
S6o—

s MALIN

”~~

» 334

o -

o 3

> seg—

¥ N

- . N

% [ JOHN DAY

o 539

»

0

>
s2et-
Sl-.|'1||-#[nnlnnlnnln-l.nngllu
-3 -15 @ 1S 30 %@ 103 128

43
TIME (Seconds)

Figure 6. Voltage Magnitude at John Day and Malin
Substations after loss of 1094 MW of generation.
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The purpose of the test program was both to evaluate the
phasor measurement system and to provide operational
information on the GPS receivers used for the precise time
source. The overall results were excellent. In 4 years of
field deployment the only hardware failure was a chip in a
GPS receiver.? Phasor data responded with greater
accuracy and less noise than comparable analog
telemetered data. Proposals for expansion of the system
into an operational data network are now being considered.

Future Applications

The future will see more power system development and
integration. Lines will be loaded more heavily and
generation will be used more at capacity. Power will be
supplied by more diverse sources from more units. New
systems will be invented for generation, transmission, and
energy storage. All these advances will require controls.
Precise timing is one of the key technologies that will
enable the development of new control systems and the
monitoring required to maintain them. Some of these
areas of potential development are described in the
following paragraphs.

System Timing

GPS is the key to making time domain fault location
practical. The dedicated resource required for the system
BPA has used is too expensive for common use and not
available for all utilities. Two utilities, BC Hydro and
Hydro Quebec, are deploying time domain fault locators of
their own using GPS synchronization. BC Hydro is
additionally considering low cost GPS receivers at all
substations for system timing.

Most utilities use some kind of time reception at their
control centers. Centers with AGC require a steady input
which is usually WWVB. These centers must coordinate
frequency and time error estimation. Better time and
frequency reference will improve control. A common
source for all utilities would also improve coordination.
GPS covers all areas in North America with a more
accurate and reliable signal than any other time service,
BPA is replacing its central time system with a GPS based
system which will also have a rubidium local reference in
the event time signals are lost for any period of time.

The larger utilities have proprietary communication
systems. Both microwave and fiber optic systems are
digital and require precise frequency sources to prevent
frame slips. Fiber has been found to be particularly
compatible with power systems. It can be used in the same
right of way and is unaffected by electric fields.
Consequently several utilities have considered entering the
data communication business. Optics are also being used
to measure power system voltage and current using special
glass that will distort in electric and magnetic fields.
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Precise frequency sources will be required to maintain the
accuracy of these systems.
ili ntrol

Stability control schemes are designed to prevent
unnecessary generator shutdown, loss of load, and
separation of the power grid. Most equipment is protected
by local controls and relays that detect overload conditions
and remove the equipment from service. Stability control
schemes extend over larger areas to maintain system
integrity. When a disturbance is great enough to threaten
the system, stability controls respond with system control
actions including dynamic braking, generator dropping,
load shedding, DC or static var ramping, or controlled
islanding (See Appendix for brief description).

Existing control schemes are developed and tested on a
computer model. They are based largely on switch
position and set point arming. They are tested under every
power system condition that is anticipated. They are
biased toward security to be sure they will operate for any
condition where action is necessary.

Generally they work very well. Most customers
experience little loss of service. However they tend to
overreact causing more equipment outage and loss of
revenue than is necessary. Equipment cannot be fully
loaded because a large safety margin is required to allow
for unplanned conditions and inexact measurements.

Controls based on real time phasor measurements could
improve operation. The controls could be programmed to
respond to unstable conditions rather than certain switch
positions and set points. The system would adapt to
current conditions. The limitation of having to simulate
every scenario would be eliminated. Safety margins could
be set more consistently. Control actions could be fine
tuned eliminate unnecessary operation,

Phase angle measurements have been explored by several
utilities.!%!! Hydro Quebec used a proprietary microwave
time dissemination to achieve a 10 pus sync. Pacific Power
tried GOES receivers for their system but have turned to
GPS. Electricité de France, Georgia Power, Florida
Power, New York Power Authority, and the Tennesee
Valley Authority are installing systems that measure phase
angle.
em Estimation

System state estimation is a mathematical technique that
has evolved for determining stability of a power system
based on its characteristic equations. It is used not only for
assessing operating point, but for estimating the effect of
taking system components out of service for maintenance.
The major input requirement is the complex voltages at the
power system buses throughout the system.!? Present



estimators use a least squares algorithm to compute these
complex values from power and voltage magnitude
measurements. The slow response time (seconds to
minutes) renders the system usable only for static analysis.
In addition, if data is inconsistent or missing, or the system
is in an abnormal condition the solutions may not
converge.

A state estimator based on phasor measurements could
avoid most of these problems. The system could operate
in real time since the complex voltages used in the
algorithm would be measured rather than computed.
Abnormal phase angles and system oscillations would not
affect the process. State estimation could be incorporated
into dynamic control schemes.

System Enhancements

Phasor measurements can also be useful in a number of
other supplemental controls. Certainly its direct
measurement of phase angle between buses as related to
equation [1] is a good measure of power flow. Lines that
are only lightly loaded and are not required for system
stability could be taken out of service to reduce reactive
losses. Too much load and line reactance without enough
capacitive support can cause voltage collapse and
subsequent blackout. The high speed measurement and
high accuracy of the phasor process could enhance
schemes that monitor reactive support for long
transmission lines. It is also ideal for measuring
subsynchronous resonance, where a large machine has
underdamped response to system perturbations. After a
system has been separated into islands following a major
disturbance, phase angle measurements would be critical
to re-synchronizing and connecting the system. Since
most power systems are now controlled by remote control
from dispatch centers, accidental islanding is not always
apparent. Real time voltage phase angle shown on
dispatching displays could prevent accidental connection
of systems that are out of phase, an action that usually has
disastrous consequences.

Conclusions

Planning, operation, and maintenance of electric power
systems is such a broad subject it is difficult to do it justice
in one paper. I have tried to focus on the big picture of
how present systems work with emphasis on aspects that
involve time and frequency. Power systems are
undergoing revolutionary changes with the acceptance of
electronic and computer controls. In one decade relays
have changed from the electromechanical devices they had
been for nearly a century to sophisticated microprocessor
instruments. The trend is not over yet. New concepts and
ideas are being implemented and tested constantly.,
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Several predictions for the power system future can be
made with some certainty. Power use will grow. For
economic and environmental reasons, more use will be
squeezed out of existing facilities. Power will be produced
from more diverse sources. Power grids will become more
tightly coupled.

Dealing with these changes will require more sophisticated
and reliable measurements and controls, some of which
will depend on timing with ever greater precision. GPS is
today the quantum leap forward; tomorrow it may be
Lasers or Fiber Optic systems or better atomic clocks.

Appendix
Power em Control Techniques

Control actions include dynamic braking, generator
dropping, load shedding, DC or Static Var ramping, or
controlled islanding. These terms are briefly described in
the following paragraphs.

A dynamic brake is a large resistor. When load is
momentarily lost, the brake is switched on line briefly to
absorb the output of a generator to keep it in phase with
the rest of the system. Sudden generator shutdown stresses
equipment and restart can take time. A dynamic brake
allows a generator to remain on line during a momentary
outage. With phasor measurements, brake application
could be precisely controlled by phase angle rather than
triggered for a fixed time as it is now.

Load shedding is simply switching off load when it
becomes too great for the generation or transmission. Itis
usually done as a last resort when power transfer overloads
key transmission lines. Generator dropping is a fast action
done in response to a sudden loss of load when there is not
enough dynamic braking to maintain synchronism or the
loss of load persists. This is also a last resort, especially
with thermal units which restart slowly. Controlled
islanding is the separation of the system into smaller
independent but disconnected areas. Synchronism
between areas is not required. Without inter-area power
transfer, some load and generation will usually be lost.
However, most service will be continued which is better
than overloading successive areas until the whole system
blacks out. In all these cases, a key stability indicator like
system phase angle could improve the reliability and
security of these schemes. :

DC interties are used between the AC power grids and for
several long distance transmission projects. DC ties do not
require synchronization and the lines are cheaper to build,
but require very expensive converter stations. Since the
power transfer depends only on terminal voltage and line
resistance, DC ties can be controlled independently from



the AC system to enhance stability. Fast ramping or
modulation can damp out AC system instabilities.

A Static Var system uses solid state devices to control
current to an inductor-capacitor combination to control AC
system reactance. System reactance controls power flow
in an AC system. Like DC controls, static var systems can
be operated quickly and independently of the rest of the
AC system. They don't offer the range of control that a
DC link does, but offer the benefit of AC voltage support
and lower overall cost. Both systems are solid state -
static - and can be operated at high speed for system
stability schemes. Phasor measurements provide the high
speed and accuracy needed to get the most out of these
systems.
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ABSTRACT

The Naval Research Laboratory analyzes the per-
formance of the on-orbit Navstar clocks for the Global
Positioning System (GPS) Joint Program Officet and
conducts special analyses for the GPS master conirol
station (MCS) whenever a clock ezhibits anomalous be-
havior. This analysis will focus on the long term be-
havior of the cestum and rubidium clocks using sam-
ple times of one-day or more. The analysis includes
frequency and aging histories, frequency-stability pro-
files, time-domain noise process profiles, and anomaly
detection. Events that perturb the normal clock behav-
ior are of particular interest. The semiannual eclipse
seasons will be superimposed on selected plots to in-
vestigate the temperature sensitivity of the clocks. Of
particular interest is the nonstationary stochastic be-
havior of one of the cesium clocks, illustrated by its
frequency-stability history, showing that the frequency
stability is not always time-invariant. The frequency
stability is presented for sample times of one day fo
300 days. Time-domain noise-process analysis shows
the dominant noise type to be white frequency noise for
sample times of one to ten days. Composite frequency-
stability profiles are presented for the Block I and Block
IT clocks. Several clocks show a frequency stability of a
few ppl0%* for long sample times.

BACKGROUND

The Global Positioning System is a Department
of Defense (DoD) space-based navigation system that
provides precise position, time, and frequency to users
located anywhere in the world. When the system be-
comes operational, 21 space vehicles with three on-

t This work was sponsored by the GPS Joint Pro-
gram Office.
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orbit spares will be deployed in six planes at an incli-
nation of fifty-five degrees. Each Navstar space vehicle
broadcasts time-coded signals and a navigation mes-
sage. Information in the navigation message is used to
determine the position of the space vehicle at the time
of observation and to relate the time of each of the
space vehicle clocks to a common system time. Each
user passively receives the time coded signals from four
of the space vehicles and uses the information to com-
pute three-dimensional position and velocity plus time.
The system time is steered so that a precise-time user
can determine the time offset of his clock from Coor-
dinated Universal Time (UTC) by using an additional
correction provided in the navigation message.

The Global Positioning System will provide real-
time, continuous position determination for ships, sub-
marines, planes, missiles, low-Earth orbiting space ve-
hicles, and search and rescue missions. Precise time
applications include synchronization for secure com-
munications. Possible future uses include differential
GPS navigation for aircraft landings and precise atti-
tude measurement.

Operational control of the system is exercised from
the master control station located at the Consolidated
Space Operations Center (CSOC) at Falcon Air Force
Base (FAFB) in Colorado Springs, Colorado. The
control segment consists of the master control sta-
tion plus five monitor stations located in Colorado
Springs, Hawaii, Kwajalein, Diego Garcia and Ascen-
sion islands. Figure I depicts the flow of information
from a single space vehicle to each of the monitor sta-
tions. The monitor stations passively track all Navs-
tar space vehicles in view, collecting pseudorange and
pseudorange-rate data from each space vehicle. This
tracking information is sent to the master control sta-
tion where the ephemeris and clock parameters for each
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space vehicle are estimated and predicted. The mas-
ter control station periodically uploads to each space
vehicle the ephemeris and clock parameters which are
included in the navigation message. Additional mea-
surements referenced to the DoD master clock are col-
lected at the U.S. Naval Observatory (USNO) precise-
time station for use in determining the steering of GPS
system time to UTC (USNO).
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INTRODUCTION

Frequency stability analyses [1] are conducted by
the Naval Research Laboratory (NRL) to assess the
performance of the on-orbit Navstar clocks. This work
is performed in support of the Global Positioning Sys-
tem and is sponsored by the GPS Joint Program Office.
These analyses are performed for all orbiting Navs-
tar clocks. Detailed analyses are made upon request
from the master control station or from the Joint Pro-
gram Office. The Naval Research Laboratory has ana-
lyzed the performance of more than 40 orbiting Navs-
tar clocks with a total operating lifetime of more than
100 years. The results of our analyses indicate that the
majority of the Navstar clocks have provided excellent
performance that has exceeded the GPS performance
specifications.

The phase offset between the reference clock at
the tracking station and the remote clock in the space
vehicle is estimated using pseudorange measurements
collected as the space vehicle passes over the tracking
station. The one-day measurements of the phase offset
were obtained from 13-minute phase-offset measure-
ments by taking the measurement nearest the time of
closest approach, i.e., the one having the highest eleva-
tion angle which minimizes the effect on the measure-
ment of the ionosphere, the troposphere and the along-

track orbit error. The 13-minute phase-offset measure-
ments were obtained in turn from a linear least squares
fit to 13 minutes of six-second phase-offset measure-
ments evaluated at the beginning of the observation
interval. The six-second phase-offset measurement was
obtained from the difference between the pseudo-range
measurement and the predicted range obtained from
the Keplerian orbital elements broadcast in the navi-
gation message. The frequency offset is estimated by
averaging the change in the phase offset over a sidereal
day.

The Block I data to be presented was collected
at the Naval Observatory precise-time station using
a single-frequency, time-transfer receiver with iono-
spheric corrections obtained from a model of the iono-
sphere contained in the navigation message. The
broadcast signal for the Block I space vehicles does not
suffer degradation due to selective availability (SA).
The Block II data to be presented was collected at the
Naval Observatory using dual-frequency, authorized-
user receivers which measure the ionospheric delay and
automatically correct for the effects of selective avail-
ability. In both cases the broadcast ephemeris was used
to compute the position of the space vehicle in mak-
ing the pseudorange measurement. The time-transfer
receiver is driven by the DoD master clock which is
characterized by a long-term frequency stability that is
signif ~antly better than any of the space vehicle clocks.

Analyses of the clock performance include fre-
quency and aging histories, frequency-stability pro-
files, time-prediction uncertainty profiles, time-domain
noise-process analysis, spectral analysis, and anomaly
detection. Events that perturb normal space vehicle or
monitor station clock operation are of particular inter-
est. In on-orbit analysis, a variety of system effects are
superimposed on the phase-offset history of the space
vehicle clock. These effects may possibly enhance but
probably detract from the estimate of the clock perfor-
mance. Therefore, deviations from a typical frequency-
stability profile are further analyzed to identify some
of these effects.

CURRENT CONSTELLATION

Figure 2 presents the current GPS constellation
represented by twenty Block II space vehicles in six
planes and by three remaining Block I space vehicles
in three planes. Each plane contains four numbered
positions spaced approximately 90 degrees apart in the
plane. Block I space vehicles were placed into orbits
with an inclination of nominally 63 degrees while the
Block II space vehicles are placed into orbits with an
inclination of nominally 55 degrees which optimally
balances the navigation coverage [2] for users at any
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latitude. The three Block I space vehicles still in use
will be deactivated after the additional Block II space
vehicles are launched and positioned into the constella-
tion. All currently operating clocks are cesium except
for the three rubidium clocks that are circled. Navstar
37, which is in the C-plane, had been launched as of
June 1, 1993 but had not yet been declared ”healthy”
so that no data is presented for this space vehicle.
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Figure 2

The three rubidium clocks included in this analy-
sis are Rockwell clocks that use the Efratom physics
package. The cesium clocks were built by the Fre-
quency and Time Systems (FTS) company except for
three second-source cesium clocks. Two of the second-
source cesium clocks (Navstar 31 and 32) were built by
Frequency Electronics, Inc. and one (Navstar 29) was
built by Kernco.

BLOCK I CLOCKS

Figure 3 presents the residuals of a linear fit to
the frequency offset history of the three Block I space
vehicle clocks for eighteen months from November 1992
to May 1993. The Navstar number and clock type (Cs
for cesium and Rb for rubidium) are indicated imme-
diately below the history for each of the three clocks.
The ordinate in Figure § represents the frequency ofi-
set with each major division representing a frequency
difference of 2.5 pp1012.
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The frequency offset for an atomic clock is ex-
pected to appear as white frequency noise with a con-
stant aging. The frequency offset of the Navstar 9 ce-
sium clock shown at the top of the plot meets this ex-
pectation. This clock has been in continuous operation
for almost nine years having been placed into opera-
tion 30 June 1984. The frequency offset appears as a
white frequency noise process over the entire time span.
Because of the longevity and excellent performance of
this clock, it was selected to illustrate several of the
techniques used by the Naval Research Laboratory to
analyze on-orbit clocks.

The frequency offset of the Navstar 10 rubidium
clock is shown in the center of Figure 8. This rubid-
ium clock was placed into operation on 7 February 1992
and is the third clock to be operated on Navstar 10.
The current Navstar 10 clock features additional tem-
perature control beyond that used in earlier Block I
rubidium clocks. The most significant behavior of the
frequency offset is a random walk or change in the ag-
ing during the first 120 days of operation. Also notable
in the behavior of the frequency offset is the occurrence
of two anomalies in July 1992 and January 1993.

The frequency offset of the Navstar 11 rubidium
clock is shown at the bottom of Figure 3. This rubid-
ium clock was placed into operation on 4 January 1989
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and is the second clock to be operated on Navstar
11. The most significant feature of the frequency off-
set is the presence of systematic behavior in the form
of a quasi-periodic function with a period of about six
months.

Figure 4 presents the residuals of a 7th order poly-
nomial fit to the frequency offset of the Navstar 11
clock for the entire period of operation of the clock
from January 1989 through May 1993. The Navstar
11 eclipse seasons—the shaded regions—have been su-
perimposed on the frequency offset. It can be seen
that the systematic behavior of the frequency offset is
highly correlated with the eclipse seasons. Specifically,
it can be seen that the behavior of the frequency offset
during and between alternate eclipse seasons is similar
suggesting an annual periodic component in the be-
havior related to the period of the Earth’s revolution
about the sun.
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Each space vehicle in the constellation periodically
encounters eclipse seasons. These eclipse seasons occur
at a nominal semi-annual rate and have a duration of
30 to 45 days. During the eclipse season, the sun is
eclipsed by the Earth for a portion of each orbit. En-
trance of a space vehicle into the shadow of the Earth
causes changes in the heat load from solar radiation
thereby perturbing the environment of the space vehi-
cle. The major effect of the eclipse season on the space
vehicle is a change in the temperature of the space ve-
hicle and consequently a change in the temperature of
the clock.

Analysis of an earlier Navstar rubidium clock for
which clock temperature measurements were avalable
indicated a temperature sensitivity of approximately
2 ppl012/°C. 1t is believed that the temperature sen-
sitivity of the Navstar 11 rubidium clock is of the same
order of magnitude.

Figure 5 presents the residuals of a linear fit to
the frequency offset for the Navstar 10 rubidium clock.
The eclipse seasons for this space vehicle have been
superimposed on the frequency offset. Correlation of
the anomalies of July 1992 and January 1993 with the
eclipse seasons is puzzling in light of the fact that this
rubidium clock has the additional temperature control
that was expected to reduce its temperature sensitivity
as it indeed appears to have done compared to the
systematic behavior so pronounced in the Navstar 11
rubidium clock.
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Figure 6 presents the frequency offset of the Navs-
tar 9 cesium clock for a time span of almost nine years.
This space vehicle is equipped with one cestum clock
and three rubidium clocks. The cesium clock was the
first to be activated and has been in continuous oper-
ation for the entire time.

»

——~1986 -~ 1986 -~ 1987 - 1988 - 1989 -1~ 1890 - 1991 ~- 1992 ~~———

w

uif:; 5

G T
I " ‘:“l '

FREQUENCY OFFSET (pp10%2)
N
[EYTETETE FESUNURATE INERRR RN ARRARET!

Naval Resesrch Laboratory, 6-21-93

1 el
; "I.,'
5800 6300 6800 7300 7800 8300 8800 9300
MODIFIED JULIAN DATE
Figure 6

The initial mean frequency offset computed from
the first seven days of data was 2.8 pp10'2. The mean
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frequency offset after more than eight years of opera-
tion was still 1.5 pp10!2. The total change in the mean
frequency offset during this time was only 1.3 pp10'2
which indicates that the mean frequency offset changed
by less than 2 pp10*2 for each year of operation.

The frequency stability profile for the Navstar 9
cesium clock is presented in Figure 7. All available
data from 13 July 1984 through 15 July 1992 was used
to estimate the frequency stability. The measured one-
day frequency stability was 1.7 x 10713, The stability
was computed removing an aging of —1.9 x 10~'5/day.
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The current Navstar 9 cesium clock has set sev-
- eral records: (1) It has exceeded for eight years the ex-
pected performance level for Block I cesium clocks. (2)
It has exceeded the expected operating lifetime speci-
fication for cesium clocks. And (3) it has had a useful
operating lifetime that is greater than the expected
lifetime of the Navstar space vehicles.

NOISE PROCESS ANALYSES

The frequency stability estimates for the entire op-
erating lifetime of the Navstar 9 cesium clock were used
to compute the type of random noise that was domi-
nant as a function of sample time. The noise process
analysis is presented in Figure 8 which shows that the
dominant noise process for sample times up to ten days
was white frequency noise except for a small departure
for a sample time of two days. For sample times of ten
to sixty days the dominant noise process was flicker
frequency noise. For sample times greater than 60-
days the dominant noise process transitioned to ran-
dom walk frequency noise. At sample times above 140
days aging became the dominant process affecting the
frequency stability.

It was expected that white frequency noise should
be dominant for sample times up to one-week with a

gradual transition to flicker frequency noise followed by
a transition to random walk in the frequency. There-
fore for sample times up to 30-days this cesium clock
has performed as expected. A single correction for ag-
ing, computed from the mean of the second differences
of the phase offset, was applied to the entire nine-year
span of data.

3
4 &
8 'Y
3 §
W ]
2 §
3 3
& H
wi
2 g
x 3
3
108

SAMPLE TIME (DAYS)

Figure 8

STABILITY INVARIANCE

The physics of atomic clocks indicates that the
frequency stability of an ideal atomic clock should re-
main time invariant. As a test of this theory, the data
for the Navstar 9 cesium clock was partitioned into six
segments during the nine-year time span in an effort
to determine if the frequency stability of this clock has
remained constant or has changed during that time.
Three of the six segments covered a time span of two
years. The initial time span was 1.5 years while the
last two time spans were each less than one year. Each
of these segments was sufficiently long so that the un-
certainty in the estimate of the stability due to the
number of samples was small.

Figure 9 presents the six frequency stability pro-
files for the Navstar 9 cesium clock. The first three
profiles are almost identical—white frequency noise be-
ing the dominant noise type for sample times of one to
ten days. The fourth profile indicates a slight decrease
in performance compared to the first three. The fifth
profile was estimated using 6.5 months of data from
1 January 1992 to 14 July 1992. Following that date,
a significant degradation was noted in the frequency
stability. This analysis indicates that the frequency
stability of the Navstar 9 cesium clock was essentially
time invariant for the first eight years of its lifetime.

A test of the invariance of the frequency stability
was devised that examines the stability of the clock for
one value of the sample time as a function of elapsed
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time. This time history of the frequency stability corre-
sponds to the output of an N-day moving average filter
operating on the sequence of squared first differences
of the one-day frequency offset measurements.
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Computation of the frequency stability history en-
tails a tradeoff between the number of samples used in
the N-day moving average to compute one estimate of
the frequency stability and the total number of samples
available. The larger the number of samples averaged
the greater will be the confidence in the estimate of the
stability but the smaller will be the time over which
the stability history can be represented. The smaller
the number of samples averaged the greater will be the
time over which the history can be represented but the
smaller will be the confidence in the estimate of the
stability.
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Figure 10 presents for the Navstar 15 cesium clock
the frequency-stability history which corresponds to
the output of a 30-day moving average filter operating

on the sequence of squared first differences of the one-
day frequency offset measurements. Figure 10 shows
that the frequency stability exceeded 2 x 10~13 on 14
April 1992 (mjd 8726) and that following that date
the one-day frequency stability estimates based on a
30-day sample all exceeded 2 x 1013,

Figure 11 presents frequency stability profiles for
the Navstar 15 cesium clock corresponding to three
contiguous time spans from 16 October 1990 to 24 Oc-
tober 1992. For the first partition of 108 days, the one-
day frequency stability was estimated to be 2.1 x 10~13
with an aging correction of +4.4 x 10~1%/day. White
frequency noise was the dominant noise type for sam-
ple times of one to ten days. For the second partition
of 540 days, the one-day frequency stability was esti-
mated to be 2.0 x 10713 with an aging correction of
+1.6 x 1015 /day. This second partition marked a de-
parture from white frequency noise. For the third par-
tition of 92 days, the one-day frequency stability was
estimated to be 2.8 x 107! with an aging correction
of —9.5 x 1071%/day.
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Comparison of the performance during the last
time span with the performance during the first two
time spans indicates a significant degradation in the
one-day frequency stability, a change from positive to
negative aging, and a departure from white frequency
noise for sample times longer than two days. Table 1
summarizes the performance of the Navstar 15 cesium
clock for the three time spans.

BLOCK II CLOCKS

Figure 12 presents a comparison of the frequency-
offset history for eight Block II cesium clocks: Navs-
tar 13, 14, 15, 17, 18, 19, 20, and 22. Figure 13
presents a comparison of the frequency-offset history
for eight Block II cesium clocks: Navstar 23, 24, 26,
27, 28, 29, 31, and 32. In both cases the mean of
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each of the frequency-ofiset histories has been removed,
but the aging has been retained. The spacing be-
tween grid lines along the ordinate is 2.5 ppl10'? in
both figures. The aging, measured with respect to the
DoD master clock, of these sixteen cesium clocks was
5.5 pp10'®/day, or less. The frequency-offset history
for each of these clocks was nominal and within speci-
fications.

Table 1

PERFORMANCE SUMMARY
NAVSTAR 15

1990-1992
Frequency
Time Stability Aging
Span 1 day 10 days
(days) (pp10™%)  (pp10™)  (pp10'S/day)
108 2.1 4.0 +4.4
514 2.0 6.8 +1.6
92 2.8 12.9 -9.5
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Figure 12

Figure 14 presents the frequency-offset histories
for three Block II clocks with signatures that required
additional analysis. Because of the large aging asso-
ciated with rubidium clocks, the residuals of a linear
fit to each of the histories has been plotted so that
these histories could be plotted on the same scale as
the preceding sixteen, i.e., 2.5 pp10*2.

The Navstar 25 rubidium clock at the bottom of
the figure had an aging coefficient estimated to be
—1.9 pp10*3/day for the data span analyzed. This
value of aging is about two orders of magnitude higher
than that measured for the cesium clocks. This clock
also exhibits random walk behavior in the frequency.
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The frequency offset for the Navstar 21 cesium
clock is shown in the middle of the figure. A decrease
in the frequency offset can be observed near modified
Julian day 8720 (mid 1992). This clock was reported to
have experienced large variations in the cesium beam
current which were found to correlate with the change
in frequency. The frequency offset for the Navstar 16
cesium clock plotted at the top of the figure shows
a fairly consistent periodic variation with a period of
about six months.

Figure 15 shows for Navstar 16 the residuals of a
linear fit to the frequency offset smoothed by a seven-
point moving average filter. The seven-point average
corresponds to one-week for the case of uniformly sam-
pled data. This amount of averaging is appropriate be-
cause the white frequency noise for these cesium clocks
typically extends to sample times of one-week or more.
Furthermore, seven days is much smaller than the pe-
riod of the behavior being studied. The eclipse sea-
sons have been superimposed as the shaded vertical
bars. With the white noise suppressed by averaging,
it is not difficult to see that the frequency offset is
correlated with the eclipse seasons. During the three
months centered on the first eclipse season of 1992 the
frequency dipped by more than 1 pp1012.
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Figure 16 presents the daily average temperature
from a sensor located near the Navstar 16 clock. Dips
in the average temperature are seen to correlate with
the eclipse seasons. The scales of Figure 15 and Fig-
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ure 16 have been selected so that the correlation of the
Navstar 16 frequency offset with temperature can be
observed. A preliminary analysis of this data indicates
that the frequency offset of the clock exhibits a temper-
ature sensitivity on the order of 2.5 pp10'3/°C. This
represents a significant departure from the prelaunch
testing of the cesium clocks which indicated tempera-
ture sensitivities of 1 pp10'3/°C or less.

FREQUENCY STABILITY

The frequency stabilities to be presented are all
referenced to the DoD master clock located at the U.S.
Naval Observatory. The space vehicle positions were
determined using the broadcast ephemeris in the nav-
igation message. The maximum sample time included
in these results is at least a factor of ten less than the
time spanned by the data. For example, a phase-offset
history of at least 100-days duration would be required
to estimate the frequency stability for a 10-day sample
time. The factor of ten ensures that the confidence
limits surrounding the stability estimate are reason-
ably close together.
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Figure 17 presents the frequency stability profiles
for the three Block I Navstar clocks. The stability pro-
files for these three clocks were computed from data
collected by the single-frequency GPS receiver at the
Naval Observatory. Previous analysis [3] indicates that
use of a single-frequency receiver could result in a small
bias for the one-day frequency-stability estimates be-
cause of error in the ionospheric model. In the case of
the dual-frequency receiver, which measures the iono-
spheric delay, this error is minimized. The difference in
the frequency stability between the cesium and rubid-
ium clocks, as expected, is most pronounced at sample
times greater than a few days because of the extremely
large aging present in the rubidium clocks. For a sam-
ple time of one day the frequency stability of all three



clocks is about the same. Table 2 presents a summary Table 8

of the performance of the three Block I clocks. PERFORMANCE SUMMARY

THREE BLOCK II CLOCKS

Table 2
Frequency
PERFORMANCE SUMMARY . el .
BLOCK I Navstar Time Stability Aging

Number Span 1 day 10 days

NAVSTAR CLOCKS (days) (PP1013) (pp1014) (pp1015/day)

Navstar Time Stability Aging 21 1005 1.9 9.8 1.2
Number Span 1 day 10 days 25 426 0.9 21.9 —183.0
(days) (pp10'%) (pp10'*) (pp10'%/day)
9 2024 1.7 5.1 -1.3 10-12 —————
10 466 1.6 32.9 —-129.0 ;
11 159 14 344 —106.0 © 3
2, R
Figure 18 presents the frequency stability profiles N 13 3
for the three Block II Navstar clocks. The stability uE, 10 2 ;
profiles for these three clocks were obtained from data ﬁ N s
collected by the dual-frequency GPS receiver at the u
Naval Observatory. These three clocks have frequency i 5
stability profiles that differ from the expected profile jo- L i il i HiES
because of anomalous behavior or, in the case of the 001 01 1 10 100 1000
Navstar 25 rubidium clock, because of the large com- SAMPLE TIME (DAYS)
ponent of random walk noise in the frequency and the
extremely large aging. The Navstar 25 rubidium clock, ' Figure 19
in spite of these limitations, demonstrated for a sam-
ple time of one day the best frequency stability of all
the Navstar clocks operated thus far. Table 3 presents Table 4
a summary of the performance of these three Block II
clocks. PERFORMANCE SUMMARY
BLOCK II CLOCKS
0" Frequency
- - Navstar Time Stability Aging
T - 18 Number Span 1 day 10 days
& 2 (days) (pp10'3) (pp10™) (pp10'S/day)
E 10 : 13 1413 15 5.2 —4.7
5 i § 14 267 12 2.1 +3.0
& § £ 15 193 12 - 49 +1.6
: & 17 1233 1.2 4.6 —-1.4
14 i Hin 3 18 1197 1.3 4.5 -1.5
10 L sl <
01 1 0 100 1000 19 508 1.2 5.1 +3.4
SAMPLE TIME (DAYS) 20 1124 1.6 5.8 +5.5
22 52 14 +2.1
Figure 18 23 870 1.2 3.2 -2.0
24 633 1.1 3.7 424
Figure 19 presents the frequency stability profiles 26 304 1.2 3.8 —4.6
for the remaining sixteen Block II Navstar clocks. The 27 235 1.4 4.0 +0.7
stability profiles for these clocks were also obtained 28 394 11 3.7 -1.1
from data collected by the dual-frequency GPS receiver 29 - 141 1.1 3.1 -1.2
at the Naval Observatory. Table 4 presents a summary 31 42 14 +1.3
of the performance of these Block II Navstar clocks. 32 168 1.5 13.1 —2.7
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These sixteen Navstar clocks are performing with

an estimated one-day frequency stability of 1.6 x 1013
or better.

[1]

(3]
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Abstract

A new GPS receiver has been developed
which offers the user a means of performing precise
frequency calibration traceable to the USNO without
all of the prior preparation and coordination required
in common view measurements. This new receiver, the
Model 100 GPS Clockm, has a unique architecture
that offers significantly improved frequency stability
and time pulse (1 PPS) jitter of less than 1 nanosec-
ond. Use of this new low cost receiver will be dis-
cussed as it pertains to the general area of frequency
calibration. Techniques for frequency calibration
using the GPS that can be used in most calibration
labs will be identified.

Introduction

A number of papers have been written in the
past several years about the use of the NAVSTAR
Global Positioning System (GPS) in time comparisons
between two locations. The impact of Selective Avail-
ability (SA) on the stability of timing pulses derived
from GPS reduces the accuracy of single measure-
ments relative to UTC(USNO) to 300 nanoseconds.
The jitter on such derivations is typically 20 to 60
nanoseconds which greatly affects the ability of the
user to make use of the GPS, using standard GPS
timing receivers, for precise frequency comparisons in
the short term.

0-7803-0905-7/93 $3.00 © 1993 IEEE

If the user wished to make ultra precise
time transfer measurements between two loca-
tions, then they would have to use common-view
timing measurements. Common-view measurements
can be made with a few nanoseconds of measurement
accuracy, but generally require advance preparation,
coordination of the two sites, and tracking of specific
satellites during specific time periods.

In this paper we shall describe a number of
important definitions involved in frequency calibra-
tion, then several frequency calibration techniques,
followed by a discussion of several traceable frequency
sources and a description of the Stellar GPS Model
100 GPS Clock.

Definitions

The following definitions are provided to
establish a common basis for discussion:

Accuracy: the degree of conformity of a
measured or calculated value to its definition or with
respect to a standard reference.

Drift: the linear (first order) component of
the systematic change in frequency of an oscillator
over time. Drift is due to aging plus changes in the
environment and other factors external to the oscilla-
tor.
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Offset: the difference between the realized
value and a reference value.

Precision: the degree of mutual agreement
among a series of individual measurements. Precision
is often expressed, but not necessarily, by the standard
deviation of the measurements.

Resolution: the degree to which a measure-
ment can be determined is called the resolution of the
measurement; the smallest significant difference that
can be measured with a given instrument.

Stability, or more correctly, Instability: the
spontaneous and/or environmentally caused frequency
change within a given time interval, or within a given
range of an environmental variable.

NOTE: Generally, one distinguishes between
systematic effects such as frequency drift and stochastic
frequency fluctuations. Special variances have been
developed for the characterization of these fluctua-
tions. Systematic instabilities may be caused by radia-
tion, pressure, temperature, humidity, etc. Random or
stochastic instabilities are typically characterized in the
time-domain and/or frequency-domain. Itis typically
dependent on the measurement system bandwidth
and/or on the sample time or integration time.

Common Frequency Calibration Techniques

The calibration of precision frequency and
time sources requires comparison between the device
to be calibrated and a precision reference source. All
secondary frequency sources, such as Rubidium fre-
quency standards and quartz oscillators, require peri-
odic calibration, usually against a local reference
standard. For the highest precision, comparison
against a national reference standard may be required.

Local clocks are generally those time and
frequency standards which are maintained at the cali-
bration site. In some cases, where a low degree of
precision is required, the time and frequency reference
signals may be transmitted from one site to another.
As a result of the transmission process, the received
time and frequency signals are degraded by the propa-

gation delay and induced line noise. A more subtle
effect which degrades the reference signal is the envi-
ronmental performance of the transmission media.

Frequency Counters

The modern electronic frequency counter is a
versatile device. Most simply it can be used to directly
measure the frequency of a signal applied to its input
port. The accuracy of the measurement is directly
related to the internal resolution of the counter and
the stability of the internal frequency source. The
performance of the frequency counter can be signifi-
cantly improved in both accuracy and in stability by
using the reference frequency source as an external
time base for the counter. However, modern counters
are still limited by their internal design to resolutions
on the order of 1 part in 10°. Asa result, most high
precision frequency sources cannot be adequately
evaluated by direct measurement with a frequency
counter.

Heterodyne techniques can greatly improve
the resolution of the frequency counter measurement
based upon the reciprocal counting technique. [1,2] A
typical "single-mixer heterodyne” technique, is shown
in figure 1. In the figure, the counter’s internal time
base has been replaced with the external frequency
reference. The frequency reference is also applied to a

To counter
external sync

External 2

Reference

Source Frequency
Counter

Unknown

Signal Mixer

Figure 1
Single Mixer Heterodyne Frequency Measurement Technique
diode mixer, where the signal being measured is heter-
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odyned against the reference. The difference frequen-
cy is then measured against the reference.

Overall accuracy and stability will be governed by the
signal with the worst stability. Therefore, unless it is
known that the frequency source is significantly better
than that being measured, we can only conclude that
the signal being measured is no worse than the meas-
urement indicates and may be much better.

Time Interval Counters

Time interval counters, such as the HP 5370B,
are now available with resolutions on the order of
picoseconds. With this degree of precision, frequency
measurements of very high precision sources can be
made against a known frequency reference source.
The degree of precision is governed by the signal with
the greatest amount of noise, or instability in the
signal.

The "dual-mixer time-difference" technique
(figure 2) is an excellent method for comparing two
signals which are essentially identical in frequency.
The offset frequency source is used to heterodyne both
channels and it does not need to be of exceptionally
high quality as its instability is common mode to both
measurement channels and will be eliminated to first
order. By tracking the counter readings over a period
of time, a data plot (figure 3) results. The measured
time interval between the start and stop signals are
plotted as a function of elapsed time. The maximum
time interval that can accumulate is the period of the
highest frequency applied to either the "start” or "stop”
inputs of the counter. If a full period of time interval
does accumulate, the data reduction becomes more
complicated as proper one-period adjustments must be
made to all of the data obtained after the data step. If
both signals are relatively stable, a determination of
the unknown frequency can be determined by comput-
ing the slope of the data. As mentioned before, the
results will indicate that the unknown frequency is no
worse than the measurement indicates and may be
much better.

DUAL-MIXER TIME-DIFFERENCE
Frequency Comparison Technique

External _99999.872
Reference © 0
Source 2.2
Start Signal
Local Osc
Stop Signal

Unknown
Signal

Figure 2 Dual-Mixer Time-Difference

DUAL-MIXER TIME-DIFFERENCE
Typical Data Plot

One Period

Time Interval - Start to Stop

Elapsed Time

Figure 3 Typical Data Plot

The direct time-interval technique (figure 4) is
a much simpler technique. Both signals are applied
directly to the inputs of the time-interval counter
where the start signal is the reference frequency
source, and the unknown signal is very close in fre-
quency to the reference. In this case also, a curve
similar to that of figure 3 results. This method is
commonly used to measure large numbers of cesium
and rubidium standards essentially simultaneously
through continuously sampling. [3] As an advanced
time interval counter is accurate to about 100 picosec-
onds, a resolution of 1 part in 1010, and as there is no
heterodyne advantage to this method, data must be ob-
tained over long periods of time. Analysis and exper-
imentation indicates that if the two sources are within
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Figure 4 Direct Time Interval

1 part in 1010 of each other, data obtained over 10,000
seconds and properly averaged can yield accuracies of
1partin 1013 with respect to the reference source.

Phase Comparison

Another technique for comparing two signals
that are essentially identical involves comparing the
change in phase between the two sources. Both signals
are applied to a linear phase comparator and the result
is then plotted using a strip chart recorder. The data
plot looks something like figure 3 but is generally
continuous. The slope of the plot again indicates the
difference in frequency of the unknown signal versus
the frequency reference.

Traceable Frequency Sources

The main concern of the calibration process is
being able to determine the frequency of a given unit
relative to the accepted definition. For most users, in
order to relate the measurement to the accepted defi-
nition a means of obtaining "traceable" comparisons is
required. There are a variety of acceptable means of
making such a comparison. In the United States, there
are two organizations which provide services which
will allow the user to calibrate frequency references to
the internationally accepted definition, the National
Institute of Standards and Technology (NIST) and the
U.S. Naval Observatory (USNO). A brief discussion
of their services is contained in the following para-
graphs. In the references, additional information is

available about each of the time and frequency dissem-
ination means. For our purposes here, we shall only
briefly identify the means and the relative accuracies
available.

National Institute of Standards and Technology

NIST, formerly the National Bureau of Stand-
ards, is part of the U.S. Department of Commerce.
The Time and Frequency Division is located in Boul-
der, Colorado.

WWYV and WWVH Radio Broadcast Stations

WWYV in Fort Collins, Colorado and WWVH
in Kekaha, Kauai, Hawaii broadcast on several stand-
ard frequencies time signals corresponding to the UT1
time scale with accuracies better than 2 parts in 10 1
when transmitted. In transmission, the accuracy is
degraded due to atmospheric propagation effects, and
to Doppler shift when the transmission path includes
reflection from the ionosphere. The Doppler effect
can approach 1 part in 10° in the worst conditions.
The signals are readily available, can be received with
inexpensive receivers, and are accurate enough to set
clocks to within one millisecond of UT1.

WWYVB Radio Broadcast Station

A more accurate service provided by NIST is
the WWVB signal also broadcast from Fort Collins,
Colorado. The signal is broadcast at 60KHz and is
also referenced to the atomic time scale. Commercial
equipment is available which performs phase compari-
sons between a local reference and the signal derived
from WWVB. With normal signal conditions, exclud-
ing diurnal shift at sunrise and sunset, frequenc¥
accuracies in the United States of 2 to 3 parts in 10!
in a 24 hour period can be obtained. Time pulse
modulation permits time synchronization to 100
microseconds or better provided compensation for the
propagation delay is known. Generally, it is impossi-
ble to initially set remote clocks to high accuracy with
WWVB alone.
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Other Methods of Time Dissemination from NIST

Other services provided by NIST are (in
increasing order of accuracy):

* Telephone voice messages duplicating the WWV
inessage obtained by dialing (303) 499-7711; accura-
cy is about 30 milliseconds,

e Computer modem time transfer programs capable
of synchronizing computer internal clocks to one
time tick, or several milliseconds,

¢ Remote synchronization of time bases to about 1
part in 107,

* Common view of Loran-C stations with 24 hour
continuous monitoring using NIST provided meas-
uring equipment. Over a long period, overall fre-
quency accuracy approaches parts in 1012,

« Common view of GPS satellites providing time
transfer accuracies on the order of 30-50 nanosec-

onds.

United States Naval Observatory

The USNO is part of the U.S. Department of
Defense and is located in Washington, D.C. The
USNO provides a number of services to both civilian
and military users of time and frequency for the pur-
pose of calibration, setting and controlling clocks,
timing systems, or secondary frequency standards.

LORAN-C

Loran-C (LOng RAnge Navigation) is the
federally provided land-based radio navigation system
for civil marine use in the U.S. coastal waters. Al-
though primarily used for navigation, Loran-C trans-
missions are also used for time dissemination and
frequency reference purposes. The frequency of each
of the broadcast stations, operating on 100 KHz are
controlled by Cesium Standards and comparison data
is provided by the USNO as well as NIST.

Measurements of time difference are made
using receivers which achieve high accuracy by compar-
ing zero crossings of a specified rf cycle within the
transmitted pulses. Typical Loran-C receivers can
achieve frequency accuracies of 1 part in 1012 and time
accuracies of better than 1 microsecond after monitor-
ing for 24 hours. The Loran signal does not contain
any intelligence and therefore, to determine the exact
UTC time, the user must first set the clock to about 10
milliseconds using one of the other methods discussed.

NAVSTAR Global Positioning System (GPS)

The GPS is designed and deployed by the U.S.
Department of Defense as an all-conditions, world-
wide, 24 hour availability, three-dimensional naviga-
tion system. The GPS enables users to determine their
three dimensional position, velocity, and time with
unprecedented accuracies. The system is composed of
21 satellites plus three active spares in six different
orbital planes with an orbital period of 12 hours. The
L1 signal is available to all civilian users and provides
positional accuracies of about 100 meters rms, and
timing accuracies to about 300 nanoseconds. These
accuracies are the result of artificial degradation of
accuracy by the Department of Defense using what is
known as Selective Availability (SA).

The GPS receiver must track the spread spec-
trum codes from at least four satellites in view. By
measurement of the time of arrival of the signals from
four or more satellites in view, knowing the speed of
the radio signal, when each signal is transmitted and
the position of each satellite, the final solution yield an
exact three-dimensional position of the antenna as
well as time as determined on the UTC time scale.
The position of the satellite is known as each satellite
message contains a satellite ephemeris.

With the system now fully functional, at least
four satellites are within sight of any ground station 24
hours a day. Under ideal conditions, frequency accu-
racies of parts in 1012 and timing accuracies of better
than 300 nsec are possible (SA on).
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Other Methods of Time Dissemination

Like NIST, the USNO provides a number of
other alternatives methods of disseminating time and
frequency information.

* Telephone voice messages provide accuracy to
about 30 milliseconds,

¢ Computer modem time transfer programs of syn-
chronizing computer internal clocks to one time
tick, or several milliseconds,

* Common view of Loran-C stations with 24 hour
continuous monitoring. Over a long period, overall
frequency accuracy approaches parts in 1075,

* Common view of GPS satellites providing time
transfer accuracies on the order of 30-50 nanosec-

onds.

Other National Frequency and Time Standards

National standards organizations of many
countries provide similar services to their local
communities.

Use of the GPS

The GPS is the first truly worldwide frequency
and time dissemination system available with unprece-
dented accuracies. The entire system is based upon
very accurate time as kept by atomic standards on
board each of the satellites which are monitored and
controlled by the U.S. Naval Observatory. As a result,
use of GPS receivers which are locked to the satellites
can provide the user with very accurate, and traceable,
frequency and time very inexpensively.

The Model 100 GPS Clock™

One such GPS receiver is the Stellar GPS
Corporation Model 100 GPS Clock. It is a small,
lightweight, low cost, GPS rgceiver that has a unique
frequency-based architecture offering and easy-to-use
precise, accurate, and stable frequency, as well as time,
that can be used directly in calibration operations.

To operate the GPS Clock, the user need only
attach the antenna and cable, plug the power supply
into the power outlet and the receiver will do every-
thing else. The unit will automatically acquire and
track satellites, lock up its internal oscillator to the
satellite frequency and when the "data valid" light is lit,
the 10 MHz and 1PPS are locked to GPS. The fre-
quency and time outputs have accuracies that are
directly and continuously traceable to the USNO. The
frequency accuracy is 1 part in 1011 over a one day
average, and 5 parts in 10°“ over a one week average.
The time accuracy relative to UTC (USNO) is 300
nanoseconds (SA on) and 100 nsec (SA off). The
stability of the frequency output (10 MHz) is 1 part in
1011 for averaging times from .1 to 100 seconds (with
the oven oscillator option) and time stability (1 PPS) is
less than 1 nsec of pulse-to-pulse jitter, rms.

The GPS Clock can have its antenna located
as much as 1000 feet away from the receiver, allowing
it to be installed in difficult locations.

The architecture of a typical time-based GPS
receiver is as shown in figure 5. Typically, the manu-
facturer uses an OEM GPS receiver designed for
navigational purposes, but provides a 1 PPS output.
The 1 PPS signal is then provided as an output to the
user, but because of the method by which the 1 PPS is
derived in the OEM receiver, it has jitter of from 20 to
60 nanoseconds, rms. If the time-based receiver also
provides a frequency output, it is generally derived
from the jittery 1 PPS signal by slaving, in a Phase-
Locked-Loop (PLL), an additional oscillator to the
1PPS. The output performance of the frequency
output is determined by the quality of both the oscilla-
tor and the PLL.
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Figure 5 Typical Time-Based GPS Receiver Design

The architecture of the GPS Clock is different
from the standard time-based GPS timing receivers. It
is optimized for frequency applications, which im-
proves its timing performance as well. The GPS Clock
architecture (figure 6) is frequency-based. Instead of
slaving an oscillator to the 1 PPS output of a GPS
receiver, the GPS Clock slaves the oscillator of the
GPS receiver to the satellites and derives the 1 PPS
from the locked oscillator frequency output. The
result is that the GPS Clock output is more stable.
more accurate, and more precise.

e & 10MHz

EFC
0sC. GPS
Neve RECEIVER
MICRO-
PROCESSORN\—

Figure 6 Model 100 GPS Clock™ Receiver Design

Use of the GPS Clock in Calibration

The GPS Clock output can be used directly in
applications needing precise frequency or can be used
as the reference frequency standard in any of the cali-
bration and measurement systems previously dis-
cussed. The results provided have real-time direct
traceability to the USNO and thereby ultimately to the
international defined frequency and time.
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Abstract

Network synchronization in any teiecommu-
nications system is essential in order to achieve the
required performance objectives. CCITT Recommen-
dation G. 811 specifies that all clocks at network nodes
should have a long term frequency departure of not
greater than 1x10”'". This paper describes the net-
work synchronization technique used in the Defense
communications System and the equipment used to
provide the stability required to meet the CCITT
Recommendation.

Introduction

The Defense Communications Systems (DCS)
is a worldwide communications network serving the
needs of the Commanders-in-Chiefs (CINCs) and their
respective areas. The network frequency reference is
in the process of being switched over from the
LORAN-C network to the NAVSTAR Global Posi-
tioning System (GPS). The DCS is managed by the
Defense Information Systems Agency (DISA).

0-7803-0905-7/93 $3.00 © 1993 IEEE

The DCS, like other synchronous digital
communications system, relies heavily on accurate fre-
quencies being available throughout the network.
Accurate and stable frequency is essential to reduce
Loss of Bit Count Integrity (LBCI) and provide mis-
sion critical communications services to field opera
tions. With the planned phase over from LORAN-C
transmissions, the DCS is in the process of installing
GPS frequency references at major nodes in the
network to improve and maintain network stability.

The GPS receivers to be used in the DCS are
manufactured by Quantic Industries, Inc. (Model Q-
5200/SM) and contain the Stellar GPS Corporation
Model 100 GPS Clock™, modified to handle Selective
Availability (SA) signals.

The Defense Communications System (DCS)

The Defense Communications Agency
(renamed Defense Information Systems Agency in
1991) began converting the DCS from an analog
system to a digital system in the early 1970s, much in
the same way that AT&T was converting their system.
During the transition period the DCS digital transmis-
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sion subsystems were timed by clocks intrinsic to the
equipment (e.g., internal clock) and by use of pulse
stuffing and buffering, also intrinsic to the transmis-
sion equipment. However, the introduction of digital
switches and other subsystems required the use of
synchronous transmission, which requires that an
accurate clock signal accompany the digital data signal.

Network Synchronization in the DCS

After studying various network synchroniza-
tion schemes which could be used to support a syn-
chronous network, an independent clock approach was
selected to maximize network survivability. This
approach employs plesiochronous clocks located at
major equipment nodes, and buffers intrinsic to each
piece of equipment to accommodate any timing differ-
ences between nodes. The design objectives which
DISA intended to meet are outlined in CCITT
Recommendation G. 811, which specifies that all
clocks at network nodes should have a long-term
frequency departure of not greater than 1x10° 1
(Figure 1). In order to meet these objectives, an
acquisition program was initiated to acquire the timing
and synchronization (T&S) subsystems needed for the
new approach.
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Figure 1. CCITT Recommendation G. 811

T1805450-87

LORAN-C was selected as the original refer-
ence standard for the candidate timing and synchroni-
zation subsystem primarily because of its low cost, off-
the-shelf availability, and virtual worldwide coverage
necessary for a global communications system. A
functional diagram of the AN/GSQ-215 Station Clock
is shown in Figure 2. The LORAN-C receiver acquires
and tracks selected stations and provides a corrected 1
MHz output reference for the redundant oscillators.
During periods of outages, the oscillators enter a
holdover mode in which they attempt to maintain the
correct frequency. The output signals from the two
oscillators, and a third which is directly tied back to
the corrected frequency output from the LORAN-C
receiver, are fed to a clock distribution system which
employs a majority vote logic system. The resulting
output signal is then used to generate a family of basic
frequencies which are divided to generate the various
clock rates needed by the equipment at the nodes.

By 1986, it became evident that the long-term
goal of the DoD was to phase out LORAN-C and
other navigation systems in favor of GPS. As a means
toward this end, the USCG had announced their plans
to turn over maintenance of all LORAN-C stations
outside of the continental US to their respective host
nations by the mid 1990s. Because DISA did not want
to rely upon foreign operation and maintenance of
LORAN-C stations for network synchronization,
other primary reference sources were considered.

GPS appeared to be the most cost effective
means of replacing LORAN-C as the primary refer-
ence. Prices for commercial-off-the-shelf (COTS) C/A
Code receivers were falling rapidly in the early 1980’s
and the initial plans called for one of these receivers to
replace the LORAN-C receiver in the existing timing
system rack. Because both Selective Availability (SA)
and the DCS are expected to be operational during
wartime scenarios, it was soon decided that a Precise
Positioning Service (PPS) receiver was the desired
choice. However, other GPS alternatives were also
examined.

Following suit with AT&T, a solution which
combined computer software and GPS hardware was
considered. This approach involved collecting 1PPS
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data from a C/A code receiver, and filtering outliers to
determine daily clock corrections to a pair of rubidium
oscillators. This solution was not regarded viable for
the worldwide DCS because it would have required re-
placement of all existing timing system racks (which
burdens the spare parts or "logistics system"), and
because of the implications the software would place
on operations (¢/.g., procurement and maintenance of
PCs, software distribution, debugging and mainte-
nance).

Again, because of the geographical dispersion
and sheer number of sites involved, differential correc-
tion of GPS signals did not appear viable for the same
reason. Moreover, making network timing and syn-
chronization dependent on yet another system seemed
unnecessary. Because DISA was eligible as an author-
ized user of the Precise Positioning Service (PPS), a
PPS capable receiver was the chosen solution.

Network synchronization requirements
strongly point toward a frequency-based system, as
opposed to a time transfer based system. P-Code PPS

systems are more accurate in timing but do not offer
perceptible improvements over a well designed fre-
quency-based C/A Code receiver when frequency is the
requirement. Therefore, a C/A Code receiver inte-
grated with a PPS-Security Module (PPS-SM) was
chosen.

The Quantic Industries Q-5200/SM Timing
GPS Receiver (TGR) sets are being procured for
DISA through the GPS Joint Program Office (JPO) at
the Space and Missiles Systems Center, Los Angeles
Air Force Base, California.

The Q-5200/SM Timing GPS Receiver

The Quantic Model Q-5200/SM TGR Set,
consisting of the receiver and its associated antenna
module, will replace the LORAN-C Receiver in the
AN/GSQ-215 Station Clock used in the Defense
Communications System (DCS) for network synchro-
nization. The TGR set provides very accurate fre-
quency as well as timing signals and information about
the satellites. The stable frequency is used to feed the
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AN/GSQ-215 Station Clock the reference frequency
which is then used to generate frequencies required
within the station equipment.

The TGR is a 3 1/2 inch high 19 inch rack
mount GPS receiver containing the GPS Clock™
module (manufactured by Stellar GPS Corp.), a con-
trol and display front panel, and a power supply
(Figures 3 and 4).

The GPS Clock module is a L1 C/A GPS
Receiver optimized for frequency and time applica-
tions. The GPS Clock provides the user with a very
stable 10 MHz reference frequency. The GPS Clock
module employs a unique new architecture” that is
specifically designed to obtain the ultimate in
precision and stability available from the GPS. As
a result of this new architecture, the one pulse per
second (1PPS) timing signal exhibits an RMS
pulse-to-pulse jitter less than 1 nanosecond,
rather than the normal 20 to 60 nanosecond jitter
observed on 1PPS outputs from time-based GPS
receivers.

In the Q-5200/SM, the GPS Clock is
modified to interface with a PPS-SM and incorpo-

rates the associated algorithms in order to provide
PPS to the DCS.

The GPS Clock module responds to
commands from either the RS-232 port or from
the front panel keypad and provides output data
to the front panel display or RS-232 port as re-
quired by specifications. When provided with an
external 1 or 5 MHz frequency or an external
1PPS signal and when commanded to do so, the
time and frequency measurement (TFM) section
of the TGR continuously performs frequency
and/or timing offset measurements relative to
GPS. Measurement results are output by the
TGR processor via the front panel display or the
RS-232 port.

The 1 PPS offset is measured to a resolu-
tion of 5 nanoseconds and the frequency accuracy

* Patent Pending.

is measured to a resolution of 1x10™ 12,

The TGR is easy to operate. It has a default
mode which allows the unit, when the antenna is
connected and power applied, to automatically acquire
and track satellites without operator intervention.
When the "Loss of GPS" indicator is not illuminated,
the unit is providing accurate frequencies and timing
pulses that are corrected and locked to the GPS. On
the other hand, the unit can be commanded from
either the front panel or the RS-232C serial interface
port to operate in a number of different modes. The
RS-232C port allows the unit to be remotely moni-
tored, making the unit especially suitable for unat-
tended operations. If power were to fail and be reap-
plied, the unit will automatically resume operation
using the last commanded mode settings supplied.

The front panel control and display subassem-
bly contains a four line, 40 character liquid crystal
display (LCD) and a 20-key pad for input of com-
mands and data by the operator. The control and
display is implemented with user friendly menus and
sub-menus.

The TGR operates from either 115/230 Vac
and/or -48 Vdc, if supplied. If the TGR loses AC
power, it automatically switches to the DC supply, if
available, without impact on the unit operation.

The TGR interfaces to the Antenna Module
via a 200 foot RG-58/U cable or optional 1000 foot
cable. The TGR sends both +15 Vdc power and a
11.114 MHz reference frequency up the cable to the
Antenna Module. The Antenna Module receives the
satellite L1 frequency from the satellites and down
converts the signal to an IF of 153.028 MHz which is
sent down the cable to the receiver.

To maximize performance, time delays in-
duced by the Antenna Module, variations in cable
length, and the GPS Clock processing are measured.
Provisions in the GPS Clock incorporate compensa-
tion for the system time delays to minimize the
absolute timing errors.
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GPS/GLONASS Time Transfer.
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Abstract

Introduction of the GPS common-view method
has led to a most precise and accurate method for time
comparison. It has been observed that GPS time transfer
provides an accuracy at the level of 1-2 nanoseconds
within the continent and 10-20 nanoseconds between
continents. The Russian GLONASS system operates in a
manner that is very similar to GPS and should be able to
match this time transfer performance. The absence of
Selective Availability (SA) on the GLONASS system
makes it very attractive for time transfer and real-time
precision frequency reference applications. GLONASS
satellites also transmit P code signals on both L1 and L2
without Anti-Spoofing (AS) encryption. These signals
should be usable for ionosphere density sounding, which
will improve the performance of GPS/GLONASS
Teceivers.

This paper presents the initial implementation
of GLONASS time transfer results using 3S Navigation
R100 Integrated GPS/GLONASS receiver. It also
presents the capability of R-100 GLONASS C/A code
signals to provide real time frequency reference.

1. Introduction.

Integrated GPS/GLONASS navigation and
timing offers better availability, performance and
integrity than GPS-only operation.[1]. The 3S
Navigation R-100 family of receivers includes the R-100
and the R-101. The R-100 is a C/A code integrated
GPS/GLONASS receiver. It has a twelve channel
capability with each GLONASS satellite requiring one
channel and each GPS satellite requiring two channels.
The R-100 is therefore capable of simultaneously
tracking up to twelve GLONASS satellites, up to six GPS
satellites or a combination of both. The basic R-101 is a
four channel dual frequency (L1 and L2) GLONASS P
code receiver. Optional expansion boards allow increase
of the number of channels and inclusion of the R-100
GPS/GLONASS C/A code capabilities. Both receivers
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are designed to meet the needs of a wide variety of users,
from the navigator, requiring mainly position, velocity,
and acceleration information to the researcher, requiring
detailed raw data. Outputs include navigation and time
solutions in several coordinate systems and based on
GPS-only, GLONASS-only, and integrated
GPS/GLONASS observations. Raw pseudo-range and
integrated carrier phase measurements with associated
error characteristics, carrier smoothed pseudo-range,
C/No, satellite ephemerides and almanac are provided.
3S Navigation receivers are also well suited for operating
as a differential reference station.

Since there is no SA on the GLONASS system,
it can provide a very precise real-time frequency
reference. In addition the GLONASS P code is currently
not encrypted and has a wider bandwidth implying a
better range measurement and compared to C/A code.

The second section of this paper shows
GLONASS C/A Vs P code range residuals. The wave
length of the carrier is much shorter than the wave length
of the code. Hence precision of the carrier phase
measurement is much higher than the precision of the
range measurements. Integrated carrier phase residual
for both GLONASS C/A and P code are also presented
for comparison. GLONASS based time transfer between
two R-100 digital boards using C/A code and the
accuracy improvement when integrated carrier phase is
used are also included. The "CCDS Group on GPS Time
Transfer Standards” {2] format data is presented for code
and integrated carrier phase based computations.

The third section presents the oscillator
characterization using R-100 GLONASS C/A code
signal.  Plots are provided to show the results.
Conclusions and possible improvements are given in
section 4.

2. GLONASS Time Transfer

The GLONASS pseudo-range and carrier
phase residuals for both C/A and P code are presented in
Figures 2.1 and 2.2. The antenna location in SGS85
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reference is computed from surveyed WGS84 location
using the WGS84 to SGS85 transformation[3] published
by MIT Lincoln Laboratories. Broadcast ephemerides
and modeled ionospheric and tropospheric delays are
used to determine the residuals.

Figure 2.1 shows the GLONASS channels 1
range residual for the run conducted on June 2, 1993
from approximately 21:13:20 UTC to 21:30:00 UTC for
C/A and P code. A Sapphire Cesium clock from the
Russian Institute of Radio navigation and Time (RIRT)
was provided by Norell, Inc. for this test. As expected, P
code range residual is less noisier than the C/A code
range residual. The higher accuracy carrier phase
residuals are also shown. Figure 2.2 shows the same
residual plot as in Figure 2.1 in a bigger scale.

A preliminary implementation of the CCDS
time transfer data format for two R-100 digital boards are
shown in Figures 2.3 and 2.4 respectively. This is a zero
base-line test where two R-100 digital boards were
connected to a single antenna and RF unit. The Russian
Sapphire Cesium clock was used as reference. The same
data computed using integrated carrier phase is given in
Figures 2.5 and 2.6. The time difference between two
boards A and B is shown in Figure 2.7.

From Figure 2.7, it can be concluded that time
transfer was performed between two R-100 digital boards
provides less than 4.0 ns RMS difference. When
integrated carrier phase is used. the accuracy is improved
with less than 0.1 ns RMS difference but the absolute
time reference was lost. When carrier phase smoothing
is applied to the pseudo-range data, the accuracy should
fall between the two approaches shown in Figure 2.7.

In this test, multipath, ionospheric delay, and
analog delay variations were common-mode. In field
conditions these effects will be different for each receiver.
Thus the time transfer result will be worse than the
capability of the digital and software processing as shown
in Figure 2.7.

3. Oscillator Characterization.

R-100 GLONASS C/A code signals can be used

to provide real time frequency reference and for
oscillator characterization and calibration. Figure 3.1
shows the carrier phase residual in meters when a

TCXO (crystal), two different Ball Ephratom Rubidium
oscillators, and the Russian Sapphire Cesium oscillator
are used as external reference. Figure 3.1 is enlarged in
Figure 3.2. As seen from these figures, cesium has the
least noise, and rubidium #1, rubidium #2, and cesium
are very stable compared to the TCXO. Figure 3.3
presents the Allen variance plot for the same data set.
This figure shows that the R-100 can usc GLONASS C/A

code signals to provide a real time reference with o(1)
better than 2x10-!! when 7 is between 1 and 100
seconds.

4. Conclusions and Improvements.

The accuracy of the GLONASS C/A code time
transfer can be improved by integrated carrier phase
processing. In real time the performance will be
degraded due to multipath, analog delay variations in R-
100 and ionospheric effects. GLONASS signals can
provide a real time precise frequency reference.
Improvements in the performance shown in this paper
can be achieved with tuning loops for static operation of
R-100, processing multiple satellite measurements,
improved real time GLONASS orbit prediction,
differential operation, and dual frequency ionospheric
correction.
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CCDS GPS DATA FORMAT VERSION 1
3s R100 GB1/SNG002 1992 707G/NEWO0O
CH = 1 (GLONASS L1 C/A) INPUT = 24jun07a.mea

UTC(3SNAV) = 778525362 ns, -79.9 ps/s AT 49033 00:00:00

-2473150.4%9m
-4706100.58m
2 = +3512038.98m
INT DLY = 500.0ns
CAB DLY 41.6ns
REF DLY = 0.0ns
UTC(3SNAV)

X
Y

o

PRN CL MDJ HHMMSS TRKL ELV AZ2TH REFSV

uTtc s .1dg .1gd .1ns
12 1 49162 071000 780 400 1214 -4731910085
12 1 49162 072300 780 349 1282 -4731909519
12 1 49162 073600 780 294 1341 -4731909054
12 1 49162 074900 780 238 1391 -4731908596
12 1 49162 080200 780 181 1433 -4731908161
12 1 49162 081500 780 124 1468 -4731907739

Figure 2.3. CCDS Format Data for R-100 Board A.

CCDS GPS DATA FORMAT VERSION 1
3s R100 GB1/SN0002 1992 707G/NEWO00
CH = 1 (GLONASS L1 C/A) INPUT = 24jun07b.mea

SRSV
.1ps/s
+766
+693
+674
+543
+516
+623

REFGPS
.1ns
-4729571218
-4729570582
-4729570034
-4729569498
-4729568998
-4729568497

UTC(3SNAV) = 778525362 ns, -79.9 ps/s AT 49033 00:00:00

-2473150.49m

~4706100.58m

+3512038.98m
500.0ns
41.6ns
0.0ns

X
Y
z
INT DLY
CAB DLY
REF DLY
UTC(3SNAV)

anau

Houwu

PRN CL MDJ HHMMSS TRKL ELV AZTH REFSV

uTC s .1dg .1gd .1ns
12 1 49162 071000 780 400 1214 -4731910074
12 1 49162 072300 780 349 1282 -4731909535
12 1 49162 073600 780 294 1341 -4731909045
12 1 49162 074900 780 238 1391 -4731908557
12 1 49162 080200 780 181 1433 -4731908127
12 1 49162 081500 780 124 1468 -4731907733

Figure 2.4. CCDS Format Data for R-100 Board B.

SRSV
.1ps/s
+720
+675
+633
+626
+499
+648

REFGPS
.1ns
-4729571208
~4729570598
-4729570025
-4729569459
-4729568963
-4729568491

49

SRGPS
.Ips/s
+857
+784
+774
+643
+616
+723

SRGPS
ps/s
+811
+766
+733
+726
+599
+748

DSG IOE MDTR SMDT MDIO SMDI
.Ins.1ps/s.ns.1ps/s

.1ns
83
69
73
85

115
286

41
41
43
43
45
45

126 +16
142 +24
165 +35
200 +56
260 +100
376 +212

73
80
89
100
113
128

+8
+10
+12
+15
+18
+20

DSG IOE MDTR SMDT MDIO SMDI

.Ins
54
67
88
80

121
282

41.1ns.1ps/s.1ns.1ps/s

41
43
43
45
45

126 +16
142 +24
165 +35
200 +56
260 +100
376 +212

3
80
89
100
113
128

+8
+10
+12
+15
+18
+20



CCDS GPS DATA FORMAT VERSION 1
3s R100 GB1/SN0002 1992 707G/NEW00O

CH = 1 (GLONASS L1 C/A) INPUT = 24junO7a.mea ( Integrated Carrier Phase Based Computation)

UTC(3SNAV) = 778525362 ns, -79.9 ps/s AT 49033 00:00:00

X = -2473150.49m

Y = -4706100.58m

Z = +3512038.98m

INT DLY = 500.0ns

CAB DLY = 41.6ns

REF DLY = 0.0ns

UTC(3SNAV)

PRN CL MDJ HHMMSS TRKL ELV AZTH REFSV SRSV REFGPS SRGPS DSG IOE MDTR SMDT MDIO SMDI

utC s .1dg .1gd .1Ins .1ps/s .1Ins .1ps/s .1ns .Ins.1ps/s.Ins.1ps/s
12 1 49162 071000 780 400 1214 +10092191031  +888 +10094529897 +979 0 41 126 +16 73 +8
12 1 49162 072300 780 349 1282 +10092191708 +844 +10094530645  +935 41 142 +24 80 +10
12 1 49162 073600 780 294 1341 +10092192307  +743 +10094531327 +843 1 43 165 +35 89 +12
12 1 49162 074900 780 238 1391 +10092192890 +738 +10094531988 +838 1 43 200 +56 100 +15
12 1 49162 080200 780 181 1433 +10092193452  +688 +10094532616 +788 0 45 260 +100 113 +18
12 1 49162 081500 780 124 1468 +10092193985  +694 +10094533227 +794 2 45 376 +212 128 +20
Figure 2.5. CCDS Format Data for R-100 Board A Based on Integrated Carrier Phase.

CCDS GPS DATA FORMAT VERSION 1

3S R100 GB1/SN0O002 1992 707G/NEWO0O

CH = 1 (GLONASS L1 C/A) INPUT = 24jun07b.mea ( Integrated Carrier Phase Based Computation)

UTC(3SNAV) = 778525362 ns, -79.9 ps/s AT 49033 00:00:00

X = -2473150.49m

Y = -4706100.58m

Z = +3512038.98m

INT DLY = 500.0ns

CAB DLY = 41.6ns

REF DLY = 0.0ns

UTC(3SNAV)

PRN CL MDJ HHMMSS TRKL ELV AZTH REFSV SRSV REFGPS SRGPS DSG IOE MDTR SMDT MDIO SMDI

uTC s .1dg .1gd .1ns ps/s .1ns .1ps/s .1ins

.ins.1ps/s.1ns.1ps/s
12 1 49162 071000 780 400 1214 +10109378660 +888 +10111717527 4979 0 41 126 +16 73 +8
12 1 49162 072300 780 349 1282 +10109379338  +844 +10111718275 4935 1 41 142 +24 80 +10
12 1 49162 073600 780 294 1341 +10109379937  +743 +10111718957 +843 1 43 165 +35 89 +12
12 1 49162 074900 780 238 1391 +10109380519 +738 +10111719617 +838 1 43 200 +56 100 +15
12 1 49162 080200 780 181 1433 +10109381082 +688 +10111720246 +788 0 45 260 +100 113 +18
12 1 49162 081500 780 124 1468 +10109381615  +694 +10111720856 +794 2 45 376 +212 128 +20

Figure 2.6. CCDS Format Data for R-100 Board B Based on Integrated Carrier Phase.
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Carrier Phase Residual (meters)

Oscillator Characterization using GLONASS.
Carrier Phase Residual
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Figure 3.1. Oscillator Characterization Using GLONASS
Ll C/A ch. 13. May 24, 1993 at 3S Navigation.



139

Carrier Phase Residual (meters)

Oscillator Characterization using GLONASS.
Carrier Phase Residual
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Figure 3.2. Oscillator Characterization Using GLONASS
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Oscillator Characterization using GLONASS.
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Abstract

INMARSAT has designed a GPS (L1) transponder that
will be included in their third generation satellites. This
transponder will broadcast a pseudo-GPS signal that can
be used for navigation and also for disseminating
integrity data and/or differential corrections for the GPS
satellites. This INMARSAT Geostationary Overlay
(IGO) service will be used to enhance the performance
of the GPS navigation service for civil aviation and
other users.

The IGO service can also be used as a method of
disseminating a precise time reference. Since the IGO
signal is compatible with GPS, conventional GPS timing
receivers can easily be modified to utilize the proposed
service. Preliminary test results taken through the IGO
satellite have demonstrated a timing accuracy of 10
nanoseconds.

Introduction

The INMARSAT-III constellation of four geostationary
satellites will provide redundant coverage over most of
the earth, as illustrated in Figure 1. In addition to the
communications payload, the INMARSAT-III satellites
will also carry a navigation transponder that will be
used to broadcast GPS-like signals. These signals can
be used for navigation and will broadcast a GPS
Integrity Broadcast (GIB) generated by the Federal
Aviation Administration (FAA) that provides warnings
to users when the GPS service is not operating
correctly.

The INMARSAT Geostationary Overlay (IGO) signal
is generated at the satellite earth station and is
controlled so that the IGO signal broadcast by the
satellite appears to be synchronized with the GPS
satellite signals. It is also possible to use this
architecture to precisely synchronize the IGO signal to
a time reference. Since only a single satellite signal is
required for precise time dissemination at fixed
installations, the four INMARSAT-III satellites can
provide redundant world-wide coverage for precise time
dissemination.

0-7803-0905-7/93 $3.00 © 1993 IEEE
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NAVSYS, COMSAT, and NIST have signed a
cooperative research and development agreement to
perform a timing experiment using the FAA’s GIB
Test-Bed equipment. The architecture to be employed
in this experiment is illustrated in Figure 2. The IGO
signal generator design by NAVSYS is installed at the
Southbury Earth Station operated by COMSAT. This
signal generator is designed to synchronize the IGO
signal to a precision time reference installed at the earth
station. A monitor station installed at NIST will be
used to measure the accuracy of the broadcast IGO
signals. NIST will also provide time and frequency
corrections to the earth station to steer the precision
time reference and to calibrate for observed offsets in
the system. This testing will continue through 1994,
Preliminary results from the initial tests are included in
this paper. In the long term, INMARSAT time could
be that of UTC as generated at the Bureau
Internationale de Poids et Mesures.

International High Accuracy Timiﬁg

The INMARSAT transponder can be used to provide an
international high accuracy timing service. Usages of
a service vary depending on the application and include,
for example, the need for time accuracy, time stability,
time predictability, frequency accuracy, and frequency
stability.[1] The typical user, of course, may need high
accuracy or stability at some generic site, but wishes
not to have a high investment in timing equipment. At
the same time, reliability and redundancy are often very
important issues.

The capabilities of different time and frequency
dissemination systems are summarized in Table 1. This
table was prepared by the International Tele-
communications Union (ITU) Radiocommunication
Study Group 7A held in Geneva in April 1993.[2]

Toward the high accuracy end of time and frequency
transfer systems, GPS has had a major impact on
international timing. The large number of users for
positioning and navigation have driven GPS receiver
prices down to around a thousand dollars (US). The
same is not true for GPS timing receivers, because of
the smaller number of users. However, with the



growing high accuracy needs within tele-
communications, such as with the Synchronous Optical
Network (SONET) and the Synchronous Digital
Hierarchy (SDH), as well as within the power industry,
the prices of receivers will decrease in natural
consequence.

In response to the current and anticipated needs within
the telecommunications industry, the 1993 Consultative
Committee for the Defmition of the Second (CCDS)
wrote a recommendation encouraging the study of the
technical problems associated with the goal of 100 ns
worldwide synchronization. As these problems are
studied, it is anticipated that many of them will have
solutions within currently available resources. The
resources within time and frequency have improved
dramatically over the last decade, and there is good
reason to believe they will continue to improve. The
availability of GPS, alone, has been very significant to
the telecommunications industries (telecom) as well as
to the time and frequency community.

The official time and frequency reference within the US
for telecommunications is UTC. [3] Yet if you ask the
question of telecom leaders, "How many of you are
using UTC?" the answer will almost always be no one!
Everyone knows UTC is an outstanding time scale, but
the problem is that it tells you what time it was several
weeks after the fact, and in addition, it is not readily
accessible in any direct way. Indirectly, it is accessible
via GPS, which also broadcasts UTC (USNO). UTC
(USNO) is now steered to within 100 ns of UTC.

GPS, being a US military system, has not been
accepted by all countries as a reliable reference. In this
regard, apprehensions may be greater than they need to
be. An official Civil GPS Interface Service Committee
(CGSIC) has been set up between the US Department
of Defense and the Department of Commerce. A
computer bulletin board, accessible internationally, has
been set up giving current information about the status
of GPS as well as a set of post-processed precise
ephemerides. In addition, a Memorandum of
Agreement has been signed between the Department of
Defense and the Department of Transportation (effective
8 January 1993 through the year 2005) for the civil use
of GPS.

The INMARSAT timing system described in this paper
could provide three significant steps forward. It could
provide an international civil reference time scale,
which could be a real time reference to UTC. It could
also provide a set of corrections providing higher
accuracy usage of GPS, given the degradation caused
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by selective availability. In addition, as will be
described in this paper, it could also provide higher
accuracy at less cost and with more reliability then can
be obtained with GPS.

In telecommunications, support from the time and
frequency community could significantly enhance the
accuracy and the rate of information flow. UTC could
become their real-time, ultra-accurate reference on a
global basis. Now most of the telecom servers generate
their own timing, yet different servers have to
communicate with each other, which often creates
information flow conflicts. In practice, to avoid some
of the conflicts in data flow, the servers tend to use the
biggest server as a reference. Having an externally
unbiased and readily available reference—always
somewhat better than their needs—would mitigate many
of the current problems. This external support from
UTC as a real-time timing reference could significantly
improve data flow efficiency. Such support may also
reduce costs, since the servers would not have to use as
much of their resources to supply precise timing.

INMARSAT Geostationary Overlay (IGO)

INMARSAT has ordered four INMARSAT-III satellites
which will include C-to-L1 transponders and C-to-C
band transponders (for atmospheric corrections).
Contracts for all four spacecraft launches have been
signed, with the first launch scheduled for December
1994.

The INMARSAT Council took the decision to include
navigation transponders on the third generation satellites
in order to accomplish three major objectives:

to provide real-time (within 6 seconds as
established by FAA and ICAO) integrity status of
each of the GPS satellites and other navigation
satellites such as GLONASS;

D

2) to provide a geostationary overlay to existing
navigation satellite systems (hence the term
INMARSAT Geostationary Overlay or IGO) which
would augment other satellite navigation systems
with an undegraded (no selective availability)
navigation signal; and

3) toprovide, if possible, Wide Area Differential GPS
(WADGPS) corrections to enhance air traffic

safety.

In addition to providing a navigation and integrity
service, the transponder signal can also be used to



disseminate a precise time reference. This would
appear similar to a GPS satellite signal to a user, but
would be synchronized to a precision time reference
and would provide access to this reference over a large
area.

INMARSAT has been a strong participant in the Radio
Technical Commission for Aviation (RTCA) and other
international forums which are responsible for the
design and specification of the signal structure, data
format, and operational characteristics of the
Integrity/ WADGPS broadcast. = The RTCA Sub-
committee 159 is responsible for writing the
performance specifications (MOPS) for the Integrity
broadcast that will eventually form the basis for a GPS-
based sole means of navigation for commercial aircraft.
The INMARSAT-III transponder will be an integral
part of the Integrity broadcast to warn pilots when a
GPS satellite is providing erroneous signals.

The navigation transponder on each INMARSAT-III
consists of fully redundant (except for the antenna) C-
to-L.1 and C-to-C band translators as well as redundant
transmit amplifiers (HPAs). A block diagram of the
transponder is shown in Figure 3. The transponder
receives GPS-like signals on the 6.4 GHz up-link to the
satellite from the earth station and retransmits these
signals at L1 (1575.42 MHz) on an earth-coverage
antenna. The GPS-like signals use a 1.023 Mbps C/A
code from the same family of codes used for GPS. The
C/A code is modulated onto the carrier with 50-500 bps
data which includes the Integrity message and
WADGPS data. '

The data rate on normal GPS signals is 50 bps, but the
Integrity and WADGPS signals require a 250 bps rate
with rate %4 convolutional coding which brings the total
rate to 500 bps. This data rate is required to provide
timely warnings for all of the GPS (and GLONASS)
satellites and to meet the accuracy requirements for
non-precision approaches.

IGO Signal Generator

A block diagram of the IGO signal generator is
included in Figure 4. This has been designed by
NAYVSYS to provide precise synchronization of the IGO

signal to an external time reference. The signal
generator (SIGGEN) includes the following
components:

1) a communication server which is used to receive
the formatted Integrity and WADGPS message to
be transmitted on the IGO signal;
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2) a SIGGEN time and frequency reference to which
the IGO signal is synchronized;

3) a SIGGEN controller which generates and controls
the IGO IF signal output to the earth station for
up-link to the satellite; and

4) a SIGGEN monitor which receives the IGO signal
and provides the feedback data used in the
SIGGEN control algorithms.

SIGGEN Communication Server

The FAA is developing a network of ground-based
reference stations which will be used to continuously
monitor the status of the GPS satellites and generate
differential corrections for the observed range errors.
This data is processed at a central facility to generate a
GPS Integrity Broadcast (GIB) message for transmission
by the IGO. The function of the communication server
is to continuously receive the GIB message from the
FAA central facility and then pass this data to the
SIGGEN controller for modulation on the IGO signal.

SIGGEN Time and Frequency Reference

The SIGGEN time and frequency reference provides the
time standard to which the IGO signal is synchronized.
In the initial test phase, an HP S5071A primary
frequency standard has been provided on loan by
Hewlett Packard. The HP 5071A includes an improved
cesium beam tube design that results in an accuracy of
+2x 10", The HP 5071A will be operated during the
test phase under remote control by NIST to adjust the
reference for frequency offset and maintain it
synchronized with NIST’s time standard.

SIGGEN Controller

The purpose of the SIGGEN controller is to generate
the IGO signal and control its timing relative to the
SIGGEN precise time reference. The IGO signal is
steered so that the timing of the signal (the C/A code
and data epochs) appear to be synchronous with the
SIGGEN time reference when they are transmitted by
the INMARSAT-III satellite. In order to achieve this,
the signal output by the SIGGEN controller must be
advanced in time to compensate for the delays on the
up-link path through the satellite transponder.

The signal output by the SIGGEN controller is
characterized by the following equation.

SEFTM) = D(t + 70) C (t + 7o) cos 2n(fist

+ ot + 0) 1)



where S X™ is the IF signal output by the SIGGEN
C(t) is the C/A code at time t

D(t) is the integrity data modulated on the
signal

7c is the controller time advance

fir is the nominal frequency of the IF signal
(near 70 MHz)

of; is the frequency offset inserted by the

controller

The IF signal is mixed up to C-band by the earth
station, adjusted to compensate for the satellite Doppler,
and broadcast up to the satellite where it is mixed to
L-band. The signal broadcast by the INMARSAT-III
satellite is characterized by the following equation.

Se™(t) = D(t + 7c - 1p) C (t + 7¢

- 1p) cos 2w(f, t + Ofct - fpt + 67) 2)
Ssv"™ s the L1 signal broadcast by the
INMARSAT-III satellite
Tp is the time delay in the signal path from the
SIGGEN
f;, is the GPS L1 frequency (1575.42 MHz)
ofy, is the composite frequency offsets in the
signal path from the SIGGEN

where

In order for the IGO signal to appear as a synchronous
GPS-type satellite signal, the time and frequency offsets
inserted by the controller must be driven to cancel out
the time delay and frequency offsets in the signal path
from the controller to the satellite (i.e. 7o=7p, and

6f.=0fp). These offsets consist of the following
composite effects.

Tp = Trxes + R/C + Trgopo + Tiono© + Tsv 3)
8fy, = 8fgs - R'/e + of, @

where 7ygs 1S the group delay in the earth station
path to the up-link antenna

R and R’ are the range and range rate to the
satellite in meters and m/s

c is the speed of light (m/s)

Trropo 15 the group delay from the tropospheric
portion of the atmosphere

Tiono® 18 the ionospheric group delay on the C-
band up-link to the satellite

7y 1s the group delay in the satellite
transponder

5fs is the frequency compensation applied at
the earth station

Ofgy is the frequency offset due to drifts in the

transponder frequency reference
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SIGGEN Monitor

In order to dynamically compensate for the group
delays and frequency offsets, the SIGGEN monitor is
used to measure the time and frequency offsets of the
received signal relative to the SIGGEN time and
frequency reference. The received SIGGEN signal is
described by the following equation.

Ses™X(t) = D(t - 7g) cos 27(f,,t + Ofxt + 6'') 5)
where  Sg*¥ is the L1 signal received by the SIGGEN
monitor
T is the measured time delay from the
reference
8fy is the measured frequency offset from the
reference

The measured time offset is related to the controller
signal through the following equations.

TR = Tp - Tc + R/IC + Trpopo + Tiono™
+ Taxes T Npr

8fy = ofy - 8f. - R'/c + npg

©®
)

Tiono-' 18 the ionospheric group delay on the
L1 down-link from the satellite

Trxes 18 the group delay in the earth station
reception path

npp is the measurement error in the SIGGEN
code tracking loops

npg is the measurement error in the SIGGEN
frequency tracking loops

where

SIGGEN Control Algorithm

The SIGGEN control algorithm uses the measurements
of the received time and frequency offsets (7 and éfy)
and a measurement of the controller state (7o) to
synchronize the IGO signal with the time reference.
The following steps are performed by the algorithm.

1) Estimated delays are calculated to correct the
observations for the up-link and down-link atmospheric,
earth station, and satellite group delays 7.," and 7.,°.
The ionospheric delays are observed through dual
frequency observations. The tropospheric delays are
modeled and the earth station and satellite group delays
are removed through calibration parameters.

®
®

- c
= Trxes T Trropo T Tiono ™ + Tsv
= Ll

= Tgxes t Trroro t Tiono

TU

cst
TestD
2) The range and range-rate (R and R’) to the satellite
are estimated through a Kalman filter using the
following observable (Z;). This is applied as an update



to the filter to generate estimates of the range and
range-rate.

Zp = Tp - T + Tc - T4’ = 2R/ + ¢,,"

+ 6, + Ny 10)
The accuracy of the final range and range-rate estimates
(eg and €’ is a function of the calibration errors in the
up-link and down-link to the satellites (e.," and ¢,P),
the noise on the receiver code measurements (ngz), and
the time constant of the Kalman filter. Since the
satellite is in a highly predictable geostationary orbit,
the range and range-rate estimates can be smoothed to
reduce their residual error to a minimal level.

3) The time and frequency of the controller are
adjusted to minimize the following residuals.

Zc=1c-Rlc + 70 = ¢ + ¢,0
Zg = 8fc + R'/c = €.+ npy

(Y
12)

The accuracy of the final closed loop synchronization is
primarily a function of the calibration errors in the
satellite up-link. The SIGGEN is designed to measure
the state of the broadcast IGO signal (7,) very
precisely. Because of the highly predictable nature of
the satellite orbit, the range and range-rate residual
error can also be reduced to a minimal level. The
dominant error source then becomes the residual errors
in the up-link and down-link calibration parameters (e.,”
and eele)‘

Preliminary Test Results

A test program is currently being performed in
conjunction with NIST using the FAA GPS Integrity
Broadcast Test Bed to demonstrate the timing accuracy
that can be provided through the INMARSAT
Geostationary Overlay. In Figure 5 through Figure 7,
preliminary test results are included showing the
accuracy of the range estimation and code
synchronization residuals using signals broadcast
through the INMARSAT Atlantic Ocean Region-West
satellite.

These preliminary tests were carried out over a period
of 25 hours. In Figure 5, the estimated range-rate
using the SIGGEN observations is plotted against the
range-rate provided by INMARSAT TT&C. The two
results show excellent agreement over the period of the
testing.

In Figure 6, the residual error on the timing control
loop is plotted. This error was maintained within 3
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meters (10 nanoseconds) 1-sigma and had a mean offset
of only 6 cm (0.2 nanoseconds). Modifications made
to the SIGGEN controller since these tests are
anticipated to improve on these preliminary results.

In Figure 7, the residual error on the frequency control
loop is plotted. The mean frequency offset during the
tests was maintained within 9 mHz which is equivalent
to a frequency stability at L-band of 6 X102, Further
experimentation is being performed with the SIGGEN
control loops to demonstrate the ultimate performance
possible with the INMARSAT signal.

Conclusion

The INMARSAT timing system described in this paper
has three significant advantages over existing time and
frequency dissemination systems. The global coverage
provided by the INMARSAT satellites will allow this
service to be provided as an international civil reference
time scale. The ability to monitor and steer the
INMARSAT time reference remotely from an
establishment such as NIST provides the capability to
generate a real-time reference to UTC. Finally, the
accuracy and reliability of the system will be
significantly improved over existing services, including
GPS.
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Table 1 Time and Frequency Systems Comparison
TR R

TYPICAL TIME | TYPICAL e
ACCURACY, | FREQUENCY EASE EXAMPLE COMMENTS
TYPE CAPABILITY TRANSFER COVERAGE | AVAILABILITY OF USE gg§¥ SYSTEM (1992)
vs UTC CAPABILITY (SUS 1992)
Continuous, but Depends on Many
.6 .8
HF Broadcast | 1 msto 10 ms 10%to 10 Global opeu?.tor & accuracy 50 to 5,000 | services {\ccuracy depend? on pat.h Ier}gth,
(over 1 day) location . . time of day, receiver calibration, etc
requirements worldwide
dependent
3.000 to See Depends on distance from the source
LF Broadcast | 1 ms 109 ¢ 107! [ Regional Continuous Automatic ’ Recommen- | & diurnal propagation (ionosphere
5,000 . .
dation 768 | height)
LF Navigation Northern hemisphere coverage.
(pulsed) g 1 us 1012 Regional Continuous Automatic 12,000 Loran-C Stability & accuracy based on ground
P wave reception
11 . . .
VLF Broadcast | 10 ms 10 Global Contimuous Automatic | 4,000 OMEGA | Cerrier resolution can provide better
(over 1 day) time accuracy
Television 12 14 Dependent on
broadcast 10 ns for . 107" o 10 Local local broadcast | Automatic 5,000 Calibration required for timing
L common view (over 1 day)
terrestrial links schedule
One day averaging necessary to meet
Navigation 3.000 ¢ GPS & specified frequency transfer
satellite, 50 to 500 ns 100 t0 1072 | Global Continuous Automatic 0 capability. Best broadcast system
15,000 GLONASS . . .
broadcast available today with commercial
receivers.
Automatic Most accurate, widely used time
Navigation 13 0 1071 data 10,000 to o Y .
satellite 5t0 20 ns 107w 1 Intercontinental | Continuous acquisition 20,000 per GPS & synchronization method available
. one to 50 days R qms : e | si t’ GLONASS | today with commercial receivers for
common view equires post- | site baselines less than 8,000 km.
processing
Meteorological Not Regional
satellite, 100 us recommended (satellite Continuous Automatic 4,000 to GOES Ma'y not be available during satellite
for frequency . 5,000 eclipse.
broadcast transfer footprint)
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Time and Frequency Systems Comparison (continued)

TYPICAL TIME TYPICAL APPROX
ACCURACY, | FREQUENCY ) EASE RELATIVE EXAMPLE COMMENTS
TYPE CAPABILITY | TRANsFER | COVERAGE | AVAILABILITY OF USE USER COST SYSTEM (1992)
vs UTC CAPABILITY ($US 1992)
0;::;‘. a Regional May not be available
ﬁroa dc:s)f Y {20 us 5x10°10 (satellite Continuous Automatic 4,000 INSAT during satellite
. footprint) eclipse.
satellites
Data acquisition can North
Comm Regional Continuous be automatic American & Most accurate
satellite, two- | 1to 10 ns 104 10 105 | (satellite (depending on 50,000 per site rican operational method at
. (as scheduled) . European .
way footprint) satellite). Post- rworks exist this time.
processing required networ s
Phone line must have
Telephone 8 same path in both
time code, 1to 10 ms 10 Tel;phone Continuous Automatic 100 Europe & . | directions. Assumes
(over 1 day) . | calling range North America
two-way computer & software
availability.
Transmitter & receiver Cable must be
Dedicated to
. " . Local less . . $US 30k per set plus temperature stabilized
16 17
Optical fibre | 10 to 50 ps 10° to 10 than 50 km Continuous Automatic cable & underground frequency (e.g. 1.5m
. . transfer
installation costs underground).
1083 to 104 . N/A. Equipment is Part of a digital
100 ns (10 to 100 ;40 ol:)gocl!:;tance Continuous Automatic part of a specific SDH communication
days) ’ communication system system.
Sensitive to atmosph
conditions &
Microwave 14 15 . Automati multipath effects.
link 1t0 10 ns 10 to 10 Local Continuous utomatic 50,000 to 75,000 Must be two-way to
achieve stated
accuracy & stability
Sensitive to
Coaxial cable | 1 to 10 ns 104 to 105} Local Continuous Automatic 5 to 30 per meter temperature, VS“,
humidity, barometric
pressure.
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Predicted versus Measured Range-Rate
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Abstract

The condition for GLONASS proper

functioning is the compliance of
accuracy parameters of frequency
standards when used onboard with

prescribed specifications. It is shown
thatlgaily instability is no more than
3:10° the most of oscillators.
Presented are the measurement results of
parameters of spaceborne oscillators in
the course of its operation onboard as
well as its comparison with the data of
ground tests.

Introduction

While operating GLONASS, a
correspondence of accuracy parameters of
spaceborne references with its
prescribed specifications is a condition
of system proper functioning. In the
course of system operation, the
measurement aids of Control Centre
perform a continuous monitoring of
accuracy parameters of spaceborne
oscillators by means of time comparisons
with respect to the central synchronizer
time. As was previously shown [1],
according to the adopted procedure for
frequency checking of spaceborne
reference by means of measurement aids
of synchronization systen, the

: -14
root-mean-square error is about 7-10

for 1 day, which is quite enough to
confirm that the daily frequency
instability of spageborne oscillator

does not exceed 5:10 .

With regard to onboard measurements
of accuracy parameters performed for
satellites of «constellation on the
course of system operation over 1991,
statistical data were processed and
compared with certification results in
ground tests.

Given are results of data
processing involving oscillators’
ingtag}lity for measurement times of
10°-10 s Allan’s variance )

0-7803-0905-7/93 $3.00 © 1993 IEEE

65

Institute of Radionavigation and Time (RIRT)
square, St.Petersburg,

193124, Russian Federation

corresponding to the flicker floor. It
is SHQW“ that this value does not exceed
3-10 for the most of oscillators.
Comparative analysis of accuracy
parameters of spaceborne oscillators in
the course of its operation and in
ground tests enables to conclude that
the oscillators are resistant to
destabilizing factors satellite onboard.

Estimate of oscillators’ stability

Cesium beam tube frequency
standards are used as spaceborne
oscillators. The most  important

metrological parameters are oscillator
frequency actual value and frequency
stability that is considered as standard
deviation, root-mean-square fractional
frequency variation, or square root of
Allan’s variance. The main parameters of
GEM spaceborne oscillator are given on
Fig. 1.

In the course of system operation,
one measures shifts of satellites’ times
with respect to central synchronizer
time. Using results of time measurements

the relative drifts of oscillator
frequency actual value for 1 day are
computed. The instrument error of

determining these drifts for spaceborne
oscillator is 7:10 "for 1 day [1]. As

an example, Fig. 2 shows time
dependences of oscillators’ frequencies
for a few satellites in 1991. The

resultant estimates for relative drift
of oscillators’ frequency actual values
enable also to evaluate Allan’s variance
for measurement times no 1less than
1 day. Time dependences of oscillators’
frequency stability are given in Fig. 3.
Stability values for various oscillators
are within the area enclosed by curve
lines A and B. Judging from given
performances, the flicker floor for the
worst ﬁ?cillator is at the level about
2.5:10 "7, whereas for the best one it
is below 1-10°°, In ground processing



data of frequency standards, in
particular in 1life service tests, the
similar performances were obtained,
whose course and values were coincident
with those in Fig. 3 (dotted area).

A spread in oscillators’ frequency
stabilities is due to the dispersion of
figures of merit for cesium beam tubes
(CBT), as to the value of the phase
shift between oscillating fields, CBT
frequency temperature coefficient,
spread in CBT frequency shifts derived,
by external magnetic fields, accuracy of
temperature maintaining within the set.

An additional witness to the fact
that the frequency stability of
spaceborne oscillators used 1is good
enough is the result of certification of
SAPPHIRE ground CBT frequency standard
constructed in the same manner with the
same CBT. The certification took place
in NIST in 1990, see Fig. 4.

While comparing given onboard
performances of oscillators’ frequency
stability for 1991 with the similar data
of P.Daly (2] for GLONASS spaceborne
oscillators over 1986-1989, one can make
a conclusion about improvement of
performances expressed, first of all, in
decreasing a flicker floor. The cause is
a continuous parameter improvement of
electronic assemblies of both frequency
standard and CBT. It is seen in
development results of GLONASS CBT
frequency standards of the next
generation. The work was carried out on
further improvement of parameters of CBT
as well as electronic assemblies in
order to decrease an effect of
destabilizing factors. As a result, the
new oscillator MALAKHIT is developed
which has gone through all the types of
ground tests. Its parameters are given
in Fig. 5. Shown in Fig. 6 is
stability performance that took place on
service life tests of MALAKHIT standards
over 1 year at RIRT’s reference base. As
is shown in this figure, the flicker
floor for thes%asets is at the level not
exceeding 1-:10 .

Conclusion

Onboard values of oscillators’
frequency stability in GLONASS
mid-orbital navigation system are at

the 1Sprescribed level not exceeding
3:107° and meet system requirements. A
practical coincidence of onboard
stabilities with those on ground tests
allows to draw a deduction about good
reproducibility of oscillators’
performances as well as its fair
immunity to destabilizing factors
onboard.
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Abstract

NIST-7, an optically pumped, cesium-beam
frequency standard has replaced NBS-6 as the official
US primary frequency standard. The present short-
term stability of the standard, measured with respect
to an active hydrogen maser, is characterized by o,(7)
=~ 8 x 103 7%, Qur first evaluation has resulted in
an uncertainty of 4 x 104, An improved servo-
electronic system is being developed and this should
improve stability and allow for more precise
evaluation of the various systematic errors.

INTRODUCTION

An optically pumped, thermal atomic-beam
frequency standard developed at NIST and known as
NIST-7 has officially replaced NBS-6 as the US
primary frequency standard. In the preliminary
operation reported here, the standard has been shown
to have both accuracy and stability that are several
times better than NBS-6.  Furthermore, these
parameters are expected to improve in the near future
with improved servo electronics.

The standard has been described elsewhere
[1]. Briefly, the Ramsey cavity is 1.55 m long, and
the atomic beam is 3 mm in diameter. An axial C-
field geometry is employed and the atomic beam goes
through the X-band waveguide cavity parallel to the
long dimension of the waveguide. The microwave
field, therefore, varies as a half-sine wave in the
direction of the atomic beam; this results in Rabi
lineshapes with very smooth and rapidly damped tails
(see Fig. 1). The cavity ends are designed so the
Poynting vector vanishes in the center of the atomic
beam window [2], thus minimizing distributed-cavity
phase shift.

Contribution of the U. S. Government, not subject to
copyright.
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For the evaluation reported here, a single,
grating-feedback diode laser (linewidth < 100 kHz)
was frequency-locked to the F = 4 - F° = 3
saturated-absorption feature in an external cesium cell.
Approximately 0.1 mW in a 3 mm diameter (2w,)
light beam with linear polarization was used for state
preparation.  The optical pumping beam was
orthogonal to the atomic beam and was retroreflected
with its polarization rotated by 90°. This creates a
zone of "randomized polarization” which leads to
complete optical pumping (= 99.9%) and avoids the
problem of coherence trapping [3]. An acousto-optic
device was used to synthesize a second light beam
with the = 450 MHz offset necessary to drive the F
= 4 - F’ = 5 cycling transition in the detection
region. The power density in this beam was adjusted
to scatter approximately 10 photons per atom. The
overall fluorescence collection and detection efficiency
is = 40%.

Measurements of frequency shifts reported
here were made relative to an active hydrogen maser.
At present, the stability of the standard is
characterized by o,(r) = 8 x 10'? 7% (Fig. 2) and
is limited by phase noise in the microwave radiation.
The standard is designed to operate with an oven
temperature of 110°C at which point the atomic shot-
noise limited stability should be = 3 x 10713 7%,
The frequency biases and their associated uncertainties
are quoted throughout this paper in terms of fractional
frequency change in the standard.

EVALUATION

The first evaluation of the standard has been
reported in detail elsewhere [4] and will only briefly
be presented here with the results summarized in
Table 1. The correction for second-order Zeeman
effect is made by measuring the first-order Zeeman
splitting. Errors caused by field inhomogeneity are
less than 10713, At present, the correction for the
second-order Doppler shift has been made by a
theoretical calculation which takes into account the



Fig. 1. Zeeman spectrum of the F =

3 to F = 4 transition. The microwave power level is about 7 dB below
optimum and the C-field corresponds to 2 first order Zeeman splitting of 24.2 KHz (v - 71,1)-
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stability of NIST-7 measured against an active hydrogen maser
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velocity distribution, the microwave power, and the
modulation parameters. A thermal velocity
distribution, weighted by 1/v for detection by a
cycling transition, was assumed. It predicts a Ramsey
lineshape differing by only 1 or 2 % from the
measured lineshape. The quality of this fit together
with uncertainties in microwave power, and
modulation parameters, leads to an uncertainty in the
second-order Doppler correction of ~2 x 10714,

The end-to-end cavity phase shift has been
measured by beam reversal. The frequency shift on
beam reversal at optimum power was 1.52 x 10712
with an uncertainty of 3 x 1074, A search for
distributed-cavity phase shift by alternately blocking
one-half of the atomic beam near one end of the
Ramsey cavity or the other showed no effect at the 1
x 10714 level. The cavity Q of 600 and measured
mislt;ming lead to cavity-pulling errors of less than
1074,

Line overlap shifts have not been evaluated
in depth. But in an optically pumped standard with
the high spectral symmetry demonstrated in Fig. 1,
these effects are expected to lead to errors of less than
10°13, The shift due to blackbody radiation [5] can be
calculated to very high accuracy since the temperature
of the atomic beam tube of NIST-7 is regulated. The
fluorescence light shift in NIST-7 is expected to be <
10716 [6]. Using different optical powers and atomic
beam fluxes we have observed no frequency shifts at
the 10714 level.

Frequency errors coming in through the
electronics and arising from RF spectral purity,
modulation distortion or offsets in the integrators or
DC gain stages have been shown to be less than 1 x
10714,

SUMMARY

NIST-7 has undergone a preliminary
evaluation and been shown to be several times more
accurate than NBS-6. As of January 1, 1993, it has
become the official US primary standard for
frequency. It will be used to steer the long-term
behavior of the NIST time scale while it continues to
be developed and improved. As the error budget is
reduced, international comparisons will be performed
with other high-accuracy standards.
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Effect Bias Measurement

Uncertainty
(10)

2nd-order Zeeman =10 000 1

2nd-order Doppler = 30 2

Line overlap -

AC Stark 1.9 1

Cavity phase 76 3

Electronics 1

Table 1. Summary of systematic errors in NIST-7. The size of the resulting bias is
given together with the associated uncertainty (all in units of 10714,
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Abstract

An analysis of the major frequency shifts of our op-
tically pumped Cesium beam primary frequency stan-
dard is presented, toghether with a description of the
most relevant characteristics of the device. The short
term frequency stability was measured against an Hy-
drogen Maser. The square root of the Allan variance
oy(7) is at present 5.8-10~237~1/3, with a flicker level
at 3.3.10~1%, This extremely good frequency stability
enables a highly precise analysis of the most impor-
tant systematic frequency shifts to be performed in a
short time. Our first accuracy evaluation results in an
uncertainty (1) of 1.1.10713,

1 Introduction

Optically pumped Cs beam frequency standards [1]
are expected to have interesting features compared to
the classical Rabi type magnetic selection standards.
The most relevant advantages are a high signal-to-
noise ratio, which leads to a good short term stabil-
ity, a symmetric microwave spectrum, a more confident
retracing of atomic trajectories when the beam is re-
versed, and some additional degree of freedom given
by the choice of the light beam parameters (frequency,
polarization,...). Another interest is the realization of
the second by a way different from the classical one.
This could allow a check of possible systematic effects
in its realization. On the other hand optically pumped
standards have to take into account a broader velocity
distribution, and therefore frequency shifts more de-
pendent on microwave power and light induced shifts.

At present time the first optically pumped Cs pri-
mary standards are being evaluated [2, 3]. In this paper
we present the main features of our standard. The fre-
quency stability measured against an Hydrogen maser
is reported. We study then the main frequency biases
and report our first evaluation of accuracy.

0-7803-0905-7/93 $3.00 © 1993 IEEE

75

2 Description of the device

2.1 Apparatus

A more detailed description of the Cs tube is given
in [4, 5] and only a summary is presented here. The
atomic beam is ribbon shaped ( 3 x 8 mm?), collimated
by a multichannel array made of a stack of crinkled
foils and the overall oven to oven length is 2,3 m. The
static magnetic field, traditionally called the C field, is
directed vertically and is produced by four current car-
rying rods surrounded by three magnetic shields, cover-
ing the cavity length and the optical interaction areas.
Between each oven and the microwave cavity there are
two optical interaction areas where laser beams can
cross the atomic beam. They are 340 mm and 240 mm
away from each extremity of the Ramsey cavity. The
fluorescence light is collected and focused on a large
area (100 mm?) Si photodiode by means of a spherical
mirror in front of two fast aspheric lenses followed by
a light pipe.

The Ramsey cavity is of the conventional E-bend
type with a drift length between the two arms of 1.01
m. The atomic beam passes through 3 x 8mm? slots
in the cavity arms at a distance Ag/2 from the termi-
nal short circuits. The balance of the electrical length
of the two cavity arms has been adjusted with an un-
certainty of a few tens of microns using the detection
of modes with an odd number of half wavelengths [6].
The RF power is fed in the third symmetric arm of the
cavity by means of a coaxial cable.

2.2 Optical setup

The 4—4 o polarized transition of the Cs Dy line, which
gives the best population inversion [7, 8], is used for
optical pumping. Detection is performed with the cir-
cularly polarized 4-5 cycling transition. The use of this
transition has two advantages: a velocity distribution
weighted by 1/v [9],and a better signal-to-noise ratio if



the laser linewidth is narrower than the natural width
of the Cs D2 line [10, 11].

We use a single extended-cavity semiconductor
laser locked to the 4-5 transition using the saturated
absorption spectrum of a Cs cell. A part of the
laser beam is frequency shifted on the 4-4 transition
by means of an acousto-optic modulator. The laser
diode is a 850 nm, 150 mW single mode GaAlAs diode
from the SDL company and has no additional anti-
reflection coating. The laser temperature is regulated
to 1 mK [12] and the whole mounting box to 100
mK. The output light is collimated and directed to a
Littrow-mounted diffraction grating which terminates
the extended cavity, The cavity length is about 10
cm. The wavelength is first selected by rotating the
grating and tuning the temperature and injection cur-
rent. For fine frequency tuning and locking, purpose
the cavity length is then adjusted moving the grating
by means of a Piezoelectric Ceramic. The measured
FWHM linewidth of a beat-note between two identical
devices is 70 KHz. The device reliability is good, the
laser frequency can be kept locked for a month without
trouble.

The perpendicularity of the laser beams and the
atomic beam is adjusted to better than 1 mrad and
we use standing waves in order to avoid deflection of
the atomic beam and possible velocity selection. In
these experiments the laser beam intensities are near
1.5 mW/cm? for the pumping beam and 0.1 mW/cm?
for the detection beam.

The pumping efficiency is very good, the rate of
unpumped atoms is only 2:10~* of the initial F = 4
level population. At detection, the stray background
light is only 2% of the clock transition amplitude.

Both east and west ovens are continuously heated
(85 °C). Each atomic beam can be cut by a shutter.
The beam reversal is simply performed by rotating the
shutters and acting on the variable laser beam splitters.
In this way, the atomic beam can be reversed in only a
few minutes. The two atomic beams can also be used
simultaneously.

2.3 Frequency control system

We use two different frequency control units in or-
der to check for errors introduced by the electronic
servo system. The first one has been borrowed from
PTB and is similar to the control unit of PTB’s Pri-
mary Frequency Standard [13]. The second one is a dig-
ital control loop that directly compares the frequency
of the standard against a commercial Hydrogen Maser
(Sigma Tau Company ).

A block diagram of the servo system is shown in
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Figure 1: Block diagram of servo loop system. The
dashed line encloses the PTB frequency multiplication
chain,

Fig. 1. The 5 MHz Quartz oscillator of the PTB mul-
tiplier chain is locked to the 100 MHz coming from
the maser with a second order loose loop (1 Hz) in
order to reject the 29 Hz sidebands that are present
in the maser signal. The 7.36 .. -Mhz is generated by a
commercial HP synthesizer with 1 mHz resolution con-
nected to a personal computer via a IEEE bus. The
computer also drives a microwave attenuator in order
to set the microwave power at the desired level or to
servo the power at the optimum level. The fluorescence
signal is then measured via an analog I/O board.

The modulation used is a slow square wave (1-2 Hz)
with blanking time and it is performed in a totally
asynchronous way by software. The error signal, given
by the difference of the fluorescence signal in the two
sides of the Ramsey central fringe, is digitally inte-
grated by simple addition. In this way it is possible to
realize a true integration that avoids all the problems
of an analog integrator with finite gain. The value of
the integrator register is then used to steer the central
value of the synthesizer which is stored on the hard
disk of the PC. Analyzing this data a posteriori, we
can calculate the average frequency and variance of the
measuring session. With this system we have to take
care of the quantization noise of the I/O board and
of the resolution of the synthesiger, but in both cases
quantization error is lower than other noise.

3 Results
3.1 Stability

The square root of the overlapping Allan variance
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Figure 2: Square root of overlapping Allan variance.

of the relative frequency difference between our stan-
dard and the Hydrogen maser is reported in Fig. 2. For
sampling times of up to 10* s the frequency instabil-
ity shows the expected behaviour of a white frequency
noise process. The measured data fit very well the
line oy(7) = 5.8:10~137=%/2, The measured Signal-to-
Noise ratio in a 1 Hz bandwidth at the modulation fre-
quency is 20000. The shot noise limited S/N of 26000
is not reached owing to the AM noise of the laser in-
tensity. The experimental S/N ratio and the transition
linewidth of 100 Hz lead to a theoretical short-term
stability oy(7) = 2:10~37=1/2, The discrepancy with
the experimental value might possibly be explained by
Audoin’s effect of intermodulation [14],but needs fur-
ther investigations, Anyway, to our knowledge, this
short term stability is the best reported for a Cs stan-
dard and confirms the possibilities of optical pumping.
The stability reaches a floor of 3-10~!° for an averag-
ing time of 5:10% s, The degradation for long times has
not yet been investigated. It may come either from
maser frequency drift or from slow fluctuation of the C
field current. Indeed this outstanding stability allows
us to perform accurate frequency measurements in a
very short time.

3.2 Static magnetic field shift

The C field homogeneity in the transverse or longi-
tudinal direction measured in previous experiments is
better than 5:-10~%. In our case the evaluation of the
quadratic Zeeman shift is limited at the 1015 level
by the difference between the mean square value of the
magnetic field averaged over each arm of the cavity and
averaged over the drift space between them [15]. Then
the quadratic Zeeman shift is calculated from the linear
Zeeman splitting between microwave lines (50.7 KHz)
with an uncertainty of 3-10~15,
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Figure 3: Microwave Power dependent shifts. Second
order Doppler and cavity shift are represented with in-
verted sign.

3.3 Second order Doppler shift

In an optimized optically pumped thermal Cs beam
the second order Doppler shift will probably be the lim-
iting effect. In order to estimate the error in this case it
is necessary to know the absolute field experienced by
atoms inside the cavity, or at least relative to some def-
inition of optimum power which can be experimentally
identified. At present we use a method that enables
us to search for the optimum power, defined as the
power which maximizes the CW detected signal at res-
onance, and we can give better than 1 % accuracy [16].
However our present implementation is limited to 5 %
accuracy. Taking into account a Maxwellian weighted
by 1/v velocity distribution, confirmed by fitting of ex-
perimental and calculated Ramsey patterns, the second
order Doppler variation resulting from a 5% variation
of microwave power is 0.8-10~1%, As the real veloc-
ity distribution has not been measured, the 274 order
Doppler uncertainty is conservatively estimated to be
3.10~14, see Fig. 3. The second order Doppler shift is
—35.10~* with 3.10~* uncertainty.

3.4 Cavity-related errors

The cavity loaded quality factor Qc is about 4500. The
cavity detuning is -1.2 MHz,

Considering the high Q and the large detuning of
our cavity the calculation of the cavity pulling effect
using the formula given in [17], making the approxima-
tion of small detuning, is no longer valid. The formula
we actually use is:

v 1dp

by
(3). =25 a7 )
which is one of the intermediate stages leading at



the formula (9) given in [17). In (1) p is the microwave
power, Q the quality factor of the line and A, a cor-
rection coefficient that takes into account modulation
parameters. The relative variation of the microwave
power versus frequency, around the operating point,
is evaluated to be —1.10~° per Hz, with an uncer-
tainty of 5 %. Cavity pulling, as function of power is
given in Fig. 3. Taking into account the present uncer-
tainty in power measurement the cavity pulling effect
is —6.6-10~1% £ 1.5-10714,

The end-to-end phase shift is at present the biggest
cause of uncertainty in our standard for the follow-
ing reasons: firstly from our preliminary experiments
on distributed phase shift we deduce a frequency shift
equal to 71-10~14 per mm of displacement of the cen-
ter of gravity of the atomic beam. As the ovens are
aligned with an accuracy better than 0.1 mm the un-
certainty we have to account for this effect is 7-10~14,
The experiment is performed blocking a part of the
atomic beam by a movable shutter in the vicinity of
the oven exit, and then measuring frequency versus the
shutter position. Secondly, the shift itself is as big as
128:10~1* and therefore a 5% uncertainty in determin-
ing microwave power can give a 2-:10~* error. Finally,
as the frequency measurements where performed with
a 3:10~1* uncertainty, the claimed total uncertainty for
the phase shift is 8:10~!%, The end to end phase shift
measured by beam reversal is then 128.10-4 +8.10~4
at optimum microwave power.

3.5 Other shifts

Use of laser beams in a Cs clock can be the origin of new
_frequency biases via the light shift, the modification of
the atomic trajectories, or via unexpected effects. The
light shift due to the fluorescence light of the beam is
calculated in our case to be less than 1.10~° using the
results of Oshima et al [18]. However the light shift due
to stray light is not a priori known, because the amount
and direction of stray light propagating in the Ramsey
cavity region is not known. In order to check for a pos-
sible stray light effect and other light related effects we
have undertaken a set of frequency measurements vary-
ing the power of the pumping or detection beam, laser
frequency, polarization of the detection beam, angle be-
tween laser beams and atomic beam (of a few millira-
dians), and using travelling waves instead of standing
for the pumping or the detection beams. At present
we have not found a simple correlation between optical
parameters and the measured frequency, so we take as
the uncertainty the standard deviation of the ensemble
of all measurements in both beam directions, that is:
6.10-14,
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Figure 4: Microwave Power shift

The relative asymmetry of the neighbouring lines is
always smaller than 1 % in our case. The Rabi pulling
calculated [19] with the operating conditions for a such
asymmetry, with the realistic assumption that the ve-
locity distribution of the atoms in the m %1 sublevels
is also Maxwellian multiplied by 1/v, is 0.3-10~1¢, We
take this value as the uncertainty in order to be cau-
tious.

Shifts due to the electronic system have been tested
using two different servo systems, one totally analogic
loaned from PTB, and the second one is the digital
presented in this paper. The difference between the
two systems is found to be 3-10~!% and this value is
taken as the uncertainty.

The shift due to the black-body radiation is not
considered here. All other shifts are expected to be
smaller than 10~!* and are not taken into account for
this evaluation.

4 Total accuracy evaluation

Nearly all the frequency shifts depends on the
microwave power actually experienced by the atoms.
Studying the frequency shift versus the microwave
power is a way of checking if the different frequency bi-
ases are correctly evaluated. Fig. 4 shows the measured
relative frequency versus the normalized microwave
power. The solid lines are calculated taking into ac-
count the second order Doppler effect, cavity pulling,
and a 0.30 mrad end to end phase difference. The upper
(lower) curve is for W-E (E-W) beam direction, mid-
dle curve is obtained excluding the phase shift. Fig. 5
and Fig. 6 are enlarged views of Fig. 4. The theoret-
ical curve fits very well the experimental data for the
W-E direction. the agreement in not so good for the
E-W direction, but the maximum discrepancy is only



Type of Fractional Frequency | Fractional Uncertainty
Frequency Bias Bias x10~¢ x10~14 "
I C Field 24020 0.3 1
[ Second order Doppler -35 3
|| Cavity phase shift 128 8 ‘"
Cavity pulling —6.6 1.5
Rabi pulling +0.3 .3 |
Unexplained Shifts - 6
_ Electronics - 3
| VEad - 11 1

Table 1: Systematic major frequency shifts in the LPTF OP primary frequency standard and uncertainties in
parts in 10~1* at optimum power.

Frequency * 1.E1l4

Frequency * 1.E1l4

-160

-180

=200

=220

1.10-13, This discrepancy is not explained at present
time. Finally the different considered biases are sum-

7

marized in Table 1 with their uncertainty. The final
accuracy (1o) is given by the quadratic sum of the un-

-

BRI

certainties: ¢ = 1.1.10~'3, Our standard has been
- compared indirectly with UTC PTB. The comparison
is realized through the OP Hydrogen maser and UTC

OP. The frequency of the maser measured against the
LPTF standard is:

Ves = Vimaser = 25:1071 £ 11.107 % ()

The comparison between UT'C PTB and the maser

0.5

1 1.5 2
P/Popt

2.5 via UTC OP and GPS gives:

VPTB — Vmaser = 1710714 1+ 5.10714 (3)

Figure 5: Microwave Power shift for E-W beam

5 Conclusion

This paper describes the present characteristics of our
standard. The biases that limit the actual accuracy

120 g at 1.1.10713 can be easily overcome after modification
VV of some hardware parts. For example the distributed
110 phase shift can be reduced using two slits in front of
100 i //{/ cavity slots. The accuracy can then be pushed to few
/ parts in 10714, The evaluation presented here, joined
90 va with the evaluation of other optically pumped stan-
\ \ ) dards [2, 3], show that such technique comes to matu-
80 / rity. A international comparison between the different
70 A\*” primary frequency standards is coming of great inter-
est.
60
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Abstract

We report on the experimental test of a new concept
for reducing limitation on short-term frequency
stability of passive frequency standards due to local
oscillator phase noise. Systems that use sinewave
modulation to interrogate a stable resonance are
limited in short-term frequency stability by phase
noise at the second harmonic of the modulation, f,.
This effect limits the fractional frequency stability to
approximately o,(r) = 0.9 f,/v, (S4(2f,))?, where
v, is the carrier frequency and Sy(2f;) is the phase
noise at twice the modulation frequency. This new
concept uses notch filters at + 2f;;, from the carrier
to reduce this effect. Tests on a modified passive
rubidium standard demonstrate an improvement of
approximately 18 in o,(r). The dual notch filters
proved to be feasible and were obtained
commercially. Measurements suggest that ultimate
performances of approximately 2 x 10747% are
possible if the atomic resonance has sufficient quality.
Additional refinements may reduce this limitation
even further.

INTRODUCTION

The short-term frequency stability of passive
standards using sine wave modulation is often limited
by phase noise at the second harmonic of the
modulation frequency f, {1-4]. When examined in
detail the limit on short-term frequency capability
depends on the modulation index, linewidth, and all
even harmonics of f, [4].

2
- Prn-1=Prpua 2 v
o,(t)= Y — S,(2nf,) | /21”*,

n=1 1

@
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where gy(7) is the Allan deviation, S,(f) is the
spectral density of fractional frequency fluctuations,
and P, ., is the Fourier coefficient of rank 2n+1 in
the response of the resonance. For most systems the
largest contribution is due to the noise at + 2f, from
the carrier (n = 1). This first term can be rewritten
as

0,(t) =0.9 %’,/sﬂzfﬂ ™ Q)

0

where S(f) is the spectral density of phase noise.
For example, consider a system with f, = 137 Hz
and S,(274 Hz) = 1032 at a carrier frequency of 5
MHz. The limit to Oy(T) due to S,(274) is
approximately o,(r) = 6.2 x 10" 7*. This effect
is a very serious problem for proposed diode-laser-
pumped, passive rubidium standards since a
frequency stability of approximately 0, (1) =

1 x 101* 7% has been projected, based on signal-to-
noise and linewidth [5,6]. A local oscillator with
phase noise at 2f, low enough not to significantly
compromise this performance can presently be
achieved only with cryogenic techniques [7-9].

In this paper we present details on a new approach
that significantly reduces the effect of phase noise in
the local oscillator on the frequency stability of
passive frequency standards such as diode-laser-
pumped rubidium [4,6]. This new room temperature
approach makes use of a special filter with a notch at
both the upper and lower 2f, sidebands. To
minimize the limitation on 0,(7), fr, should be small,
the carrier frequency at which the filters are applied
should be high, and the contribution of the phase
noise of the filter and following synthesis chain
should be low. As a first choice we have chosen f,
= 37.5 Hz and », = 10 MHz, to avoid power line
frequencies, to be consistent with available Q-factors
in SC-cut quartz resonators, and to be approximately
compatible with the expected linewidths in the new
passive rubidium standards. This choice also reduces



the contribution from the multiplier chain by 6 dB as
compared to filtering at S MHz. We show that the
available attenuation of the noise around + 2f
approaches 30 dB. From the theory developed by the
Laboratoire de I’Horloge Atomique group at Orsay
[4], we expect that the limits to the short-term
frequency stability due to local oscillator phase noise
can be improved by approximately a factor of 15-30
over traditional approaches. Experimental
measurements confirm this view and indicate that
short-term frequency stabilities of better than

2 x 101 7% can be expected if the atomic signal
have sufficient quality. Further improvements seem
likely.

DUAL NOTCH FILTERS

The special dual notch filters proved to be feasible
and were obtained commercially.  They were
assembled using two pairs of third overtone 10 MHz
SC-cut resonators with nominal Q factors of 10° [10].
The resonators were selected to have matched
temperature turnover points at approximately 60°C.
Figure 1 shows the insertion loss and the phase shift
across the resonator as measured on a 50 Q network
analyzer.

The insertion loss through the filter at 10 MHz is
about 1 dB while the insertion loss at the bottom of
the notch approaches 30 dB. Since the 10 MHz
carrier signal is far away from the frequency of the
notches, the crystal resonators carry very little
power, basically only the noise power. This means
that approximately 30 dB more power can be
transmitted through the dual notch filter than could be
transmitted through a band-pass filter made from 10
MHz resonators of similar quality. High output
power is critical in minimizing the noise in the
multiplier chain following the filter. The phase
variation with frequency at 10 MHz is at least a
factor of 30 lower than the phase slope at the center
of the notches. This means that the phase of the 10
MHz carrier is much less affected by the frequency
variations of the resonators than if a band-pass filter
had been used. Some temperature control is needed
but not the same thermal regulation that would have
been required for a traditional band-pass filter.

Figure 2 shows the block diagram of the system used
to measure the phase noise of the resonator. The
sensitivity of the mixer and gain of the amplifier were
calibrated using the PMCAL approach [11]. The
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Figure 1. Transmission loss and phase shift across dual notch filter at 10 MHz.
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Figure 2. Block diagram of system used to measure phase noise of reference source and dual notch filter.

accuracy of the calibration is typically +0.5 dB.
Two notch filters were used in the measurement to
equalize the delays on both sides of the phase bridge.
This significantly improves the rejection of the phase
noise of the source oscillator resulting in a lower
noise floor for the measurements. The phase noise of
a single filter (assuming equal contributions) was
measured to be flicker phase at a level of S,(f) =
10-1%/f (-143 dBc/Hz at 1 Hz) and S4(75 Hz)

107164 (-167.4 dBc/Hz) at the center of the notch.
These results for the phase noise near the carrier are
extraordinarily low and further proof of the
advantages of notch filters over bandpass filters.

EXPERIMENTAL TEST OF SHORT-TERM
FREQUENCY STABILITY

To test the concept of using a dual notch filter for
improving the short-term frequency stability of
passive standards, we modified the electronics of a
small commercial rubidium standard to use an
external 10 MHz local oscillator and a modulation
frequency of 37.5 Hz. The discharge lamp was
removed and the cell was optically pumped using a
diode laser that was both frequency and amplitude
stabilized [12]. The system was adjusted to
accommodate the different noise levels in the
electronics.

Figure 3 shows the block diagram 10 MHz source
used for testing the effectiveness of the dual notch
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filter to improve the short-term frequency stability of
passive standards. An external noise source with
white noise from approximately 1 Hz to 100 Hz can
be used to drive a dc-coupled phase modulator. This
is used to artificially increase the noise of the 10
MHz local oscillator. The output from the oscillator
can be taken before or after the dual notch filter.
Figure 4 shows the phase noise after the filter with
noise on.

The frequency stability of the diode-laser-pumped
passive rubidium standard without noise and without
notch filter is shown as curve A in Figure 5. The
frequency stability with noise added to the oscillator
and no notch filter is shown in curve B, while the
frequency stability with noise and with filter is shown
incurve C. The frequency stability achieved with the
filter and noise on is virtually identical with that
achieved with no noise, demonstrating that the dual
notch filter is very effective in reducing the effect of
the noise at + 2f, on the short-term frequency
stability. The frequency stability achieved with the
dual notch filter and noise on is not limited by the
notch performance but by other details in the small
commercial physics package.

The phase noise at 2f,, was measured to be S +(2fm)
= 107 rad?/Hz w1th noise modulation and no fllter
Using this value in Eq. (2) yields a frequency
stability of o,(r) = 5 x 107'+"%, which agrees well
with the measured value of o,(r) = 7.5 x 107117°%,
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Figure 5. Short-term frequency stability of modified commercial passive rubidium frequency standard. Curve A
shows the performance with no noise and no filter. Curve B shows the performance with noise on and no filter.

Curve C shows the performance with noise on and filter on.

Demonstrating a full electronics system capable of
oy() = 1 x 1077% will have to wait further work
on a rubidium physics package designed to take full
advantage of the diode-laser pumping. We have
made several 10 MHz to 100 MHz multiplier chains
that do not significantly degrade the measured noise
floor at the bottom of the notch filter. Using the
presently measured performance of the dual notch
filter and Eq. (2), we project a lower limit to the
short-term frequency stability due solely to the
electronics of 2 x 10147, The actual limitation is
probably considerably less. Additional measurements
should confirm this. If necessary, additional
reductions in the phase noise at the bottom of the
notches may also be obtained by selection of lower
noise resonators and/or passive components.

CONCLUSION

This work confirms that the concept of using a dual
notch filter at +2f, from the carrier to substantially
improve the short-term frequency stability of some
passive standards and that the theory advanced in [4]
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is substantially correct. Further, we have shown that
appropriate notch filters for passive rubidium
standards can be constructed from available quartz
resonators.  Such filters have many practical
advantages such as less effect on the phase noise of
the carrier and higher power handling capability than
traditional band-pass style filters. Measurements on
prototype filters and multiplier chains indicate that
this approach could support diode-laser-pumped
passive rubidium standards operating at
approximately o,(7) = 2 x 10147°%,
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POTENTIAL FOR IMPROVING THE RUBIDIUM FREQUENCY STANDARD
WITH A NOVEL OPTICAL PUMPING SCHEME USING DIODE LASERS
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Abstract

Frequency stability of a Rubidium Frequency
Standard (RFS) is directly related to the signal-to-noise
ratio (S/N) of the microwave-induced (6834 MHz)
optical signal which is proportional to the fractional
atomic population difference between the two Mp=0
ground state sublevels of 87Rb. In the present RFSs
this fractional population difference is small (<1%).
S/N can be substantially improved by concentrating all
of the atoms in one of the two Mp=0 sublevels.
Potentially, this could lead to a significant
improvement in the short-term performance of RFSs.
We have developed a novel scheme for concentrating a
large fraction of the Rb atoms in one of the two Mp=0
ground state sublevels. We optically pump the Rb
vapor with circularly polarized light from a AlGaAs
diode laser tuned to the D; transition (794.7 nm).
Nearly all of the atoms are concentrated in one of the
two high angular momentum states (Mp=2 or -2
sublevels depending on the handedness of the circular
polarization). The pumping laser is switched off and
two radio-frequency (RF) =-pulses are applied
sequentially. The first « -pulse transfers the atoms from
the 2, 2 (F, MF) sublevel to the 2, 1 sublevel and the
second m-pulse transfers the atoms from the 2, 1
sublevel to the 2, 0 sublevel. The resulting population
distribution is diagnosed using a second AlGaAs diode
laser (weak probe) in conjunction with a microwave
field tuned to the 0-0 transition (6834 MHz). We
obtain a fractional population difference of 0.7-0.9
between the two Mp=0 sublevels. This should result in
an improvement in the S/N by a factor of 70-90 over
the lamp pumped RFSs. This could potentially be of
considerable importance towards the development of
future RFSs. Various relaxations and field
inhomogenieties limit the transfer efficiency from
being 100%. The details of the experimental technique
and possible applications are discussed.

I Introduction

Atomic Frequency Standards (AFSs) find
extensive applications in satellite navigation and
communication. The remarkable success of the GPS
NAVSTAR satellites is primarily due to the on-board
AFSs. They also find applications for testing
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fundamental physical laws. In general the reliability of
AFSs has improved significantly over the last decade.
In light of this, the GPS Block IIR satellites will carry
RFSs in addition to Cesium Beam Frequency
Standards. The basic design and architecture of the
physics package in the AFSs have remained essentially
the same since the atomic standards were first
introduced in the early fifties. In the RFS the physics
package consists of a 87Rb resonance cell optically
pumped by hyperfine filtered light from a RF excited
87Rb discharge resonance lamp. The hyperfine filter
consists of a 35Rb cell. One of the two hyperfine
components of the resonance light from the lamp is
preferentially absorbed by the atoms in the filter cell.
Thus, the transmitted light from the lamp-filter
assembly mostly contains light which excites the 37Rb
ground state atoms in the F=1 hyperfine level, thereby
optically pumping a small fraction of the atoms into the
F=2 hyperfine level. The applied microwave radiation
is tuned to induce atomic transitions between the
between the two Mp=0 magnetic (Zeeman) sublevels
of the two hyperfine levels. This is shown schematically
in Fig. 1. The fractional population difference between
the

Fig. 1: Qualitative representation of atomic population
distribution when optically pumped with a resonance
lamp.



two Mg =0 sublevels is defined by

A=(N(2, 0)}-N(1, 0))/N )

where N is the total population of 37Rb atoms.
Typically, in a lamp pumped clock A <0.01. This
population difference is directly responsible for the
error signal in the feedback loop. The short-term
frequency stability of a RFS is expressed through the
Allan Standard Deviation as

oy(r)=A/ ((S/N)xQx(r /2

where A is a numerical constant, Q=Av /v ¢; Av is the
FWHM of the microwave resonance signal, vg is the
center frequency and 7 is the averaging time. The
short-term stability is directly proportional to S/N and
the signal S is proportional to A, the fractional
population difference  between the two Mp=0
sublevels. Increasing the population difference will
directly improve the short-term frequency stability of
the RFS. In spite of the small population difference the
superior performance of the RFS is largely due to the
state-of-the-art signal extraction electronics. Over the
years many incremental improvements have occurred
in a wide range of areas such as thermal design,
mechanical stability, integrated electronics, and cavity
design. This has contributed to the steady improvement
in the short-term stability of the RFS. For some RFSs
oy(r) of 2x10"12/(r)1/2 has been reported [1].
Generally the RFSs are characterized by
ay(r)=(1-4) x1011/(r )1/2,

@

The advent of tunable diode lasers has stirred
considerable excitement for AFS applications [2]. A
number of authors have discussed the potential
improvement in the short-term stability that can be
achieved in a RFS by using diode lasers for optical
pumping [2-5]. Considerable advances have been
reported in laser pumped cesium frequency standards
[6-8]. However, such a dramatic progress has not yet
been reported for diode laser pumped RFSs.
Theoretical estimates predict at least two orders of
magnitude  improvement in the  short-term
performance of a laser diode pumped RFS over the
lamp pumped RFSs [5]. The experimentally
demonstrated improvement in the S/N achievable in
this way, has thus far been, relatively modest [9]. It is
generally recognized that achieving the full stability
potential wusing laser diode pumping would be
considerably harder than was originally anticipated,
primarily due to the optical frequency stability
requirements imposed on the diode lasers used for
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optical pumping and detection. The frequency stability
of a laser pumped RFS is impacted by the stability of
the laser through the ubiquitous light shifts [10]. More
recently development of a diode laser pumped cesium
cell frequency standard has been reported [11].

Laser optical pumping can easily redistribute
the atomic population in a Rb atomic vapor so as to
produce a large population imbalance between the
F=2 and F=1 hyperfine levels. This is commonly
referred to as hyperfine optical pumping. Using lasers
nearly all of the atoms can be pumped into one of the
two ground state hyperfine levels, with a uniform
distribution among the 2F+1 magnetic sublevels.
However, only the atoms in the two Mp=0 sublevels
participate in the microwave transitions to produce a
resonance microwave clock signal. This implies that, in
this new population distribution, only a fraction
1/(2F+1) of the atoms present in the resonance cell
contribute to the microwave transitions whereas the
atoms in the other 2F Mp#0 sublevels contribute to
the noise. The ideal case is where all of the atoms are
optically pumped into one of the two Mp=0 sublevels,
leaving all other sublevels unoccupied. We have
developed a novel scheme for achieving such an atomic
population distribution. In Section II we describe our
experimental procedure and in Section III discuss the
results. In Section IV we discuss how this scheme can
be incorporated for potential development of a pulsed
RFS. In Section V we conclude with a short summary
of our results,

1I Experimental Procedure

a) Apparatus

A schematic of the apparatus is shown in
Fig. 2. A sealed cylindrical Pyrex glass ccll containing a
small amount of 87Rb, 200 torr helium and 10 torr Ny
is placed at the center of a three axis Helmholtz coil
assembly. A DC magnetic field (C-field) is established
in one direction (designated as the Z direction), using a
pair of Helmholtz coils. The component of the
magnetic field in the X-Y plane is cancelled using the
other orthogonal pairs of Helmholtz coils. The glass
cell is heated to about 60° C using hot air. A AlGaAs
diopde lager tuned to the Rb D; transition
(5281 /2-5°P1/2; 794 nm) is used for optical pumping
of the atomic vapor mixture. The pump laser beam is
directed along the Z-direction. The collimated pump
beam is circularly polarized using a quarter wave plate.
The intensity of the transmitted pump beam is
monitored using a photodiode.
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Fig.2: A schematic of the apparatus.
b) Population Concentration in the 2, 2 Sublevel: exciting the various magnetic sublevels of the 87Rb
Spin Polarization ground state atoms using the circularly polarized D;

light are shown in Fig. 3.
The relative transition probabilities for
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Fig. 3: Relative transition probabilities for exciting the
magnetic sublevels of the ground state using D
right circularly polarized light.

The atoms in the 2, 2 sublevel do not absorb the o
photons from the pump beam. In the excitation process
all of the atoms other than those in the 2, 2 sublevel are
excited to the 5°P1/, level. The excited atoms are
relatively short lived (radiative lifetime of 28 ns). In
the presence of 200 torr of He rapid collisional mixing
of the excited atoms results in a uniform distribution of
excited atoms among the sublevels of the excited
hyperfine multiplet. In addition, the 10 torr of Ny
effectively quenches the resonance fluorescence.
Consequently, the excited atoms return to the ground
state (radiatively and non-radiatively) with equal
probability for populating the ground state sublevels.
The population imbalance among the ground sublevels
occurs through the differences in the relative
absorption probabilities and this is referred to as
depopulation pumping [12]. After several pumping
cycles, for pumping rate significantly larger than the
total relaxation rate the atoms in the ground state are
optically pumped into one of the two highest angular
momentum states (Mp=2 or Mp=-2) depending on
the handedness of the circular polarization. Since the
atoms are pumped into an optically non-absorbing
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sublevel the transmission of the pump beam increases
till it reaches a steady state. Using a diode laser, for
conditions existing in our vapor mixture, we can easily
concentrate nearly all of the atoms into the Mp=2 or -
2 sublevel. The circularly polarized beam produces a
high degree of spin polarization in the atomic vapor
[12). Rubidium atomic vapor, with a high degree of
spin orientation is used in sensitive magnetometers
[13).
) Magnetic Resonance Spectroscopy

The resulting population distribution is
diagnosed using the well known Zeeman magnetic
resonance spectroscopy [14]. A strong RF magnetic
field, orthogonal to the DC field, is applied to the
atomic vapor using a pair of coils shown in Fig. 2. The
RF fields are generated using frequency synthesizers
and RF amplifiers. The RF field induces transitions
between the adjacent Zeeman sublevels. The selection
rule for the magnetic resonance transition is AF=0,
AMEg=%1. For 87Rb, with nuclear spin 3/2, there are
four magnetic resonance transitions for F=2, and 2 for
F=1. For small magnetic fields (< a few gauss) the
magnetic resonance frequencies for the six transitions
are nearly equal. However, for an applied magnetic
field of about 20 gauss the resonance frequencies for
the six transitions become distinctly different. At
resonance, the RF field tends to equalize the
population of the two connecting levels and is detected
by observing the reduced transmission of the pump
beam. Typical magnetic resonance spectra for
resonance lamp pumping and diode laser pumping are
shown in Figs. 4a and 4b respectively. It is obtained by
observing the intensity of the o, pumping light
transmitted through the vapor cell as the frequency of
the RF field is scanned. When optically pumped with
circularly polarized light from a resonance lamp, all of
the six Zeeman transitions are observed with
decreasing amplitude. Pairs of sublevels connected by
the RF are also indicated in the spectra. The amplitude
of the signal is directly proportional to the difference in
population between the two connecting sublevels.
From the spectra one can infer the resulting sublevel
population distribution [12]. For the case of optical
pumping with a resonance lamp the relative population
distribution among the Zeceman sublevels is
qualitatively shown in the inset in Fig. 4a. The magnetic
resonance spectrum with laser optical pumping is
dominated by a single peak, instead of the six seen for
the case of pumping with the resonance lamp. With
laser pumping over 90% of the atoms are concentrated
in the 2, 2 sublevel (shown in the inset of Fig. 4b).
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Fig.4: Magnetic resonance spectra of optically pumped 87Rb vapor mixture. (a) Optically pumped with a

d)

Population Transfer Using RF x -Pulses

This population distribution is not useful for

the operation of a frequency standard, which requires a
difference in the atomic population between the 2, 0
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resonance lamp. (b) Optically pumped with a diode laser.

and 1, 0 sublevels. Therefore, a suitable scheme has to
be devised to transfer, without much loss, atoms from
the 2, 2 sublevel to the 2, 0 sublevel. This is a
challenging problem. To accomplish this we use two
pulsed RF magnetic fields. It is obvious that any



population transfer has to be carried out in the absence
of the strong optical pumping radiation which,
otherwise would, counteract the transfer. Therefore,
the pump beam is turned off, and immediately after
two strong RF x -pulses are applied in rapid succession.
The first RF 7 -pulse is tuned to the 2, 2--2, 1 transition
and the second RF x-pulse is tuned to the 2, 1--2, 0
transition. A m-pulse is characterized by w x r= «
where w is the Rabi frequency and 7 is the pulse
duration [15]. In terms of the RF magnetic field
strengthw =y x Hy where Hj is the average amplitude
of the RF magnetic field at the center of the resonance
cell and v is the gyro magnetic ratio [15]. The purpose
of the n-pulse is to invert the population of the two
levels which it connects. For example, when the
frequency of the RF field is tuned to the 2, 2--2, 1
transition, and the pulse duration set to satisfy the
above condition, the x-pulse inverts the population
between the 2, 2 and 2, 1 sublevels. Application of two
x-pulses results in transferring a large fraction of the
atoms, initially in the 2, 2 sublevel to the 2, 0 sublevel.
e) Population Diagnostics

To diagnose the final population distribution,
a weak probe light from another AlGaAs laser is used.
The probe laser beam is linearly polarized and is
directed perpendicular to the pump beam. This lfscr is
tuned to operate in the D; region (5281 /2-5P1/2;
780 nm) of the optical transition. The optical power of
the probe beam is kept very low using neutral density
filters. The transmission of the probe beam through the
atomic vapor is monitored using a second photodiode
as shown in Fig. 2. With 200 torr of He the absorption
lines are substantially pressure broadened but the two
ground state hyperfine levels remain fully resolved.
However, the excited state hyperfine splittings are
completely smeared. The probe laser is tuned to one of
the two hyperfine components of the optical transition
thereby enabling us to examine the time evolution of
the atomic population of a single ground state
hyperfine level. After the application of the second = -
pulse a microwave pulse tuned to the 2, 0-1, 0
transition is applied. The microwave field is applied
through a horn. The microwave field causes transitions
of atoms between the 2, 0 and 1, 0 sublevels resulting in
a change in the transmission of the probe beam.

A typical probe transmission signal is shown in
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Fig. 5. When the diagnostic microwave field is applied
after the two RF m-pulses, the transmission of the
probe through the vapor exhibits several damped
oscillations. This is due to the coherent oscillation of
the atomic population between the 2, 0 and 1, 0
sublevel induced by the applied microwave field. The
frequency of oscillation is the characteristic Rabi
frequency determined by the average strength of the
microwave magnetic field in the cell region [16]. The
amplitude of the oscillation decays rapidly with time
due to collisional relaxation to thermal equilibrium and
also due to the non-uniformity of the microwave field
strength around the resonmance cell. The initial
amplitude of the oscillatory signal is directly
proportional to the initial value of A just prior to the
application of the microwave diagnostic pulse.

IIT Results

a) Population Transfer Efficiency-Calibration

To measure the transfer efficiency we employ
the following procedure. We optically pump the atomic
vapor using linearly polarized light tuned to excite the
atoms in one of the two hyperfine levels. The resulting
distribution is scanned using the weak probe with no
RF pulses applied. This is shown in Fig. 6. When the
pump laser is tuned to the F=1 level nearly all of the
atoms are pumped into the F=2 level, with a uniform
distribution among the five Zeeman sublevels. This
corresponds to A=0.2. However, when the laser is
tuned to the F=2 level nearly all of the atoms get
pumped into the F=1 level, and uniformly distributed
among the three Zeeman sublevels with A =-0.33. This
provides a scale for calibrating the initial amplitude of
the microwave signal in terms of A and there by
calculating the population transfer efficiency for the
pulsed RF transfer scheme. With two RF m-pulses,
theoretically one can transfer all of the atoms into the
2, 0 sublevel, assuming that initially all of the atoms
were in the 2, 2 sublevel; this would result in A=1,
Therefore, the initial amplitude of the microwave
induced signal in the two RF =-pulse transfer case
would be five or three times as large as the calibration
signal (linearly polarized pump with no RF) depending
on where the laser was tuned to obtain the calibration
signal. The calibration signal is also shown in Fig, 5.
Transfer efficiency of over 90% can be easily obtained.
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The limitation in the transfer efficiency is primarily due ~ to the cell

resonance cell. The RF magnetic fields are produced

dimension. At any instant of time the
to the inhomogeneities in the RF magnetic fields in the ~ x-pulse condition is satisfied only over a fraction of the

region the resonance cell due to the non-uniformity of

by two sets of coils whose dimensions are comparable  the RF magnetic field strengths.
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dotted line: Pump linearly polarized and tuned to excite F=1 and F=2 respectively. Dashed line: Pump
off-thermal population distribution. Solid line: Pump circularly polarized and tuned midway between

F=2 and F=1 transitions.

1V Pulsed Optical Pumping

a) Pulsed Frequency Standard

The fractional population difference A that can
be obtained using a resonance lamp is typically less
than 0.01, whereas in our present scheme we estimate
A to be about 0.9. This could potentially result in a 90
fold improvement in the S/N, for all other factors
remaining the same. The population transfer scheme
discussed here is a pulsed one, unlike in the
conventional lamp pumped clocks. Therefore, the
microwave interrogation and the resulting error signal
will also be pulsed. Consequently, this scheme would
naturally lend itself to the development of a pulsed
frequency standard. This should not be viewed as a
draw back. Let us briefly review the various pulse
parameters. The pump laser output power is about 10
mW. Typically it takes less than a millisecond to
optically pump the Rb vapor, with nearly all of the
atoms in the 2, 2 sublevel. The duration of each RF -
pulse is about 200 microseconds. The relaxation times
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of the various population distributions are found to be
in the range of 20-50 milliseconds. In principle, this
allows considerable time for the microwave
interrogation in some form of a pulsed mode. [17]. A
duty cycle of over 95% is achievable, the pump-transfer
phase taking up only 5% of the total available
interrogation time. One of the advantages of this
method is that the interrogation is done with the pump
beam off, which eliminates all the noises associated
with the pump beam. Another major advantage is that
the light shift effects can be potentially eliminated
thereby improving the long-term stability. This also
relaxes the requirement on the optical frequency
stability of the pump laser. A pulsed pumping-
interrogation scheme was investigated by English et al.
[18] using a lamp for optical pumping. Their motivation
was to eliminate the light shift effect. In their method,
the pumping light and the microwave radiation were
alternately pulsed on and off at a rapid rate in such a
way that light and microwave were never
simultaneously present in the resonance cell. They
observed some residual shifts due to changes in the



pulsing parameters. Since their investigations in the
late seventies conmsiderable progress in digital
electronics and data processing has occurred. In the
context of such a large potential improvement that may
be possible in the frequency stability in a RFS we
believe that it is worth reinvestigating some of the
interesting ideas using lasers for a pulsed RFS.
Furthermore, current research and proposals for future
advanced standards based on cooled neutral atoms, or
cooled stored ion standards visualize utilizing pulsed
schemes [19, 20].

b) Low C-Field Operation

The experiments reported here were
performed in a C-field of about 20 gauss. This is
required in order to resolve the magnetic resonance
frequencies of the two RF x -pulses. In a low magnetic
field of under a gauss (typical C-field used in a RFS)
the six RF transition frequencies are very nearly equal.
Application of a RF pulse at such a low magnetic field
will only reverse the spin orientation produced by the
circularly polarized light whereas our present
application requires that the population be transferred
to the 2, 0 sublevel from the 2, 2 sublevel. Instead of
RF one could use microwave pulses to transfer the
atoms from the 2, 2 to the 2, 0 level. Such a scheme
would involve two microwave «-pulses, the first pulse
tuned to transfer atoms from the 2, 2 to the 1,1 sublevel
followed by a second pulse to transfer atoms from the
1,1 to the 2, 0 sublevel. Our preliminary experiments
show that the two microwave transition frequencies are
well resolved for C-fields as low as a few hundred
milligauss. We believe that the pulsed population
transfer scheme can be effectively implemented for low
C-fields with microwave =-pulses. When optically
pumped with circularly polarized light the atomic vapor
acquires a macroscopic magnetization and readily
becomes a magnetometer. The frequencies of the «-
pulses depend crtically on the magnetic field. In
principle, this arrangement with a built in
magnetometer can be used for accurate control of the
C-field thereby providing an accurate correction for the
magnetic shift.

V Summary and Conclusions

We have experimentally demonstrated that
using diode lasers for optical pumping and RF = -pulses
for population transfer nearly all of the ground state
Rb atoms in a vapor cell can be concentrated into one
of the two Mp=0 sublevels. The fractional population
difference A between the two Mp=0 levels can be
made as high as 1. This should result in a very
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significant improvement (about a factor of 100) in the
S/N over the conventional discharge lamp pumped
RFSs. This would lead to a substantial improvement in
the short-term stability of the RFS. This is a pulsed
population transfer scheme. The microwave
interrogation takes place in the absence of the strong
pumping light. This has the potential for eliminating
the light shift and thereby improve the long-term
frequency stability of a RFS. Though these experiments
were carried out at a C-field of about 20 gauss our
preliminary investigations show that this population
transfer scheme can be implemented just as efficiently
in a low C-field using microwave =-pulses. The
parameters of the scheme point to the viability of this
approach for developing a pulsed RFS. However,
considerable work remains to be dome. We are
currently engaged in the study of relaxations of various
types of population distributions obtained by this
technique. This is of considerable fundamental interest.
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Abstract

An improvement of accuracy
parameters of passive atomic frequency
standards may be realized using
effective techniques of laser pumping and
detection. Under these conditions, such
parameters are drastically .increased as
a factor of atomic beam utilization, a
difference in population used in
sublevels’ transition and an efficiency
of detection. The paper presents the
results of investigation and development
of a rubidium beam frequency standard
with semiconductor 1lasers used for
pumping and detection. A schematic
representation of a rubidium beam
frequency standard is given. The
discriminator is realized using modified
production-type compact spaceborne
rubidium beam tube and customized
single-frequency injection lasers having
frequency control/checking systems. For
Ramsey’s line width being approximately
equal to 700 Hz, a figure of merit of
the atomic beem tube exeeds 20. The ways
are determined that enable to increase
this parameter by at least one order of
magnitude. This makes possible to
develop the GLONASS spaceboard frequency
standard with the daily, frequency
instability less than 1-10 ‘%,

Introduction

Accuracy parameters of GLONASS, as
well as its reliability and duration of
self-contained operation, are directly

dependent on stability of frequency
standards installed space vehicles
onboard. The topical problem is to

realize the daily frequency instability
of 10 ""-10 onboard. Along with
developments of spaceborne hydrogen
masers, it is of interest to estimate a
possible use of frequency standards
based on the principle of atomic beam
laser pumping and detection. Theoretical
and experimental results show a
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possibility to achieve for frequency

standards based on this principle a
value of daily ggequency instability
better than 1-10 {1,2]. The paper

presents the results of investigation of
reference physical packages and
electronic circuits of frequency
standard breadboards usinqﬂthe principle
of optical pumping of Rb atomic beam
by semiconductor lasers. The realized
values of discriminator figure of merit
(>20) make it possﬁglgugo achieve an
instability o¢=5-10 “-t . At present
a compact frequency standard is beiqg
developed using a modified onboard Rb

beam tube and semiconductor injection
lasers. A real possibility is shown to
achieve a figure of merit about 300 and

to 13rg3%ize an instability
T

Investigation of discriminator

breadboard using Rb®’ atomic beam

with laser pumping and detection

Parameters of atonmic beam
discriminators with laser pumping are
being determined by proper choosing
pumping/detection schemes, laser

radiation performances, atomic beam tube

design and quality of electronic
circuits for 1laser stabilization and
control, as well as by choosed working

material and atomic beam parameters.

An examination of Rb atom
hyperfine structure shows a simplier
energy level structure in comparison
with that of cesium (Fig. 1). An
efficiency analysis of various
pumping/detection systems in Rb ' atomic
beam with one and two lasers, depending
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on choosed hyperfine transition,
intensity, polarization and time of
action of exciting 1light, made it

possible to find optimal versions of Rb
discriminator allowing to achieve the
maximum figure of merit ([3].

The greatest efficiency of



one-frequency pumping of |2,0> and |1,0>

sublevels is possible while using
2-2'0 (ELH) excitation scheme, for
instance, Dz-line and equals 41% [3].
This 1is nedrly three time above the

maximum pumping efficiency which can be
realized for |4,0> and |[3,0> states in
Cs beam (15,5% for 4-4’c(EiH) excitation
scheme of D_-line). The most effective
transition for detection is the cyclic
|2>»|3’> transition.

Preliminary investigations required
for the  new frequency srandard
realization were performed wusing a
discriminator breadboard comprising an
atomic beam tube with Ramsey cavity and
external cavity diode injection lasers
(ECDL) having systems for control and
stabilization of radiation parameters
(Fig. 2) [3,4]. An atomic flux in atomic
beam tube was being generated by a
multi-chaﬂyel collimator; %ts value
was 2-10 atom/s at T =1407¢C. The
transit length of U-shapé cavity was

13 cm, H field ~ 60 moOe.
Pumping and detection were
performed wusing ECDL developed by

Lebedev Institute of Physics of Russian
Academy of Scien&ps [5]. These 1lasers
were tuned to Rb' D =~line (780 nm) and
had following parafieters: continuous
tuning range -~ more 10 nm, fundamental
mode power - up to 3 mW at contrast
> 10° and generation line width in
single-frequency mode < 1 MHz. The
temperature stabilization of diode laser
was performed w%th a thermoelectric
cooler within 0.1°C. Microobjective and
diffraetion grating were mounted on
piezoceramics. The full length of the
composite cavity was 5 cm. The pumping
laser was being tuned to the F=2-%=2
transition and stabilized with atomic
beam fluorescence. The detection laser
was being tuned to the F=2-%=3 cyclic
transition and stabilized wusing an
atomic beam fluorescence of the second
(reference) atomic beam tube. The
modulation frequency of external cavity
length in laser frequency lock loop is
19 kHz. In order to analyze the laser
generation spectrum, as well as for
coarse frequency tuning to the atomic
line, a control system is used
comprising a monochromator with 0.1 nn
resolution and spectral lamp with Rb®
isotope. For search and observation of
the absorption line shape and
fluorescence the laser is being scanned

at 14 Hz. The check of laser frequency
tuning to the choosed atomic transition
is effected using absorption sigpals or
fluorescence in cells with Rb vapor
having neither coating no buffer gases.
Fig. 3a gives an oscillogram of
hyperfine components of beam
fluorescence within the detection area
which took place while scanning a
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frequency of the indication laser at
F=2-%=1,2,3 transitions. The high
intensity of F=2-%=3 component is due to
multiple (no 1less than 20) photon
reradiation in the detection area. The
pumping efficiency for F=2 and F=1
levels was 98%. In order to decrease an
amplitude noise influence of the
indication 1laser, the discriminator
signal registration at the modulation
frequency of Ramsey transition 167 Hz
was transferred into the high-frequency
area. In such a case, the second
harmonic of pumping 1laser modulation
frequency in its stabilization mode
(38 kHz) was used. This harmonic was
also present in the fluorescence signal.
The signal-to-noise ratio measured while

using one-frequency pumping and
fluorescent cyclic detection and
adjusted to 0.25 Hz - band was 15.000,
Ramsey line width was 700 Hz, figure of
merit exceeded 20. A real possibility
was demonstrated to achieve for the

discriminator _E?ghévalue of short-term
stability 5-10 ‘T (L s <t < 1 s)

[(4].

Breadboard of atomic beam frequency

standard with laser pumping

and detection

The performed investigations have
provided a basis for developing onboard
atomic frequency standard with laser
pumping of the beam whose circuit is
given in Fig. 4. Atomic beam tube (ABT)
is designed by means of modification of
a compact ABT with Rb atomic beam. A
coaxially-cylindrical quartz resonator
with metallization and six-pole magnets
are used in this ABT which was developed
in 70s for aircrafts and was installed
the first  GLONASS space vehicles
onboard. The main parameters of modified
ABT with beam laser pumping are as

follows (See Fig. 5): length - 44 cnm,
atomic transit 1length between two
oscillating fields - 17 cm, beam

diametgr = 5 mm, beam source temperature
- 140C. The ATB has three optical
chambers with a possibility to generate
a local magnetic field. A fluorescence
within the detection area is registered
by two photodiodes installed at 6.5 mm
from the beam axis. The optical detector
efficiency is about 30%.

The prototypes of single-frequency
laser diode (See Fig. 6) are developed
with following parameters: wave length
- 780+3 nm, radiation power > 2 mW,
generation line width - (25-30) MHz at
the operating component /adjacent
component ratio being no less than 20.



The frequency standard has a
conventional frequency lock loop.

In order to stabilize a frequency
of laser diodes the electronic circuits
are developed providing an igjection
current stability about 10 for
operating current range from 35 to 80 mA
and an accuracy of maintaining an
opeggting_sggmperature of diode laser
(10 °-5-10 ") €. Also developed 1is a
system for search and automatic locking

laser frequency (using injection
current) to the atomic beam fluorescent
line. Injection current modulation

frequencies for pumping and detection
lasers are choosed at 17 and 14 XkHz

correspondingly. The pumping 1laser is
tuned to F=25%=2 transition. The
detection laser is tuned to the

frequency of F=25%=3 cyclic transition
and stabilized using beam fluorescence
in an additional optical chamber placed
between the beam source and the pumping
area. This enables to exclude a
microwave resonance effect on control
fluorescence signal within the frequency

stabilization 1loop of the indication
laser. Fig. 3b gives an oscillogram of
hyperfine components of beam

fluorescence with good enough resolution
in case of using single-frequency laser
diode. The pumping efficiency for F=2
and F=1 levels is up to 90%.

The discriminator design permits to
predict an increasing of a figure of
merit up to 300 due to rise of ABT
output signal by means of:

- detection with two photodiodes
(2 time);

- enlargement of
collection angle (10 time);

- 1increase of a number of atoms

the photon

within the detection area (10 time).

Consequently, an expected rise of ABT
output signal is 200 which can provide
for the same noise level an instability

o=3-10 STE,

Conclusion

The promising results are obtained
from the experiment with Rb beam laser
pumping and detection. While usings7a
production =~ type onboard ABT with Rb ',
an ABT set with optical pumping and
detection 1is designed, as well as
single~-frequency laser modules
comprising laser diode, microobjective,
thermoresistor, feedback photodiode
and thermoelectric cooler. The
investigations of breadboard of the
onboard ABT frequency standard have been
carried out which enable to expect a
realization of frequency instability not
exceeding 1-10 for 1 day.
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Fig.5. Rubidium Atomic beam Tube
L=44 cm

Fig6. Laser diode module system for a diode

loser-pumped Rb beam atomic clock

=50 mm, ¢30 mm.
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Abstract

The high C-field concept for a Cesium resonator is based on the idea that a true two level system can
be obtained, without having to observe excessive field stabilities, if the C-field is set at the turning
point of the frequency of a Zeeman component. This is due to the fact that the reference transition
has no linear Zeeman effect at that field.

Nevertheless, because of the second order Zeeman coefficient, a 5:10~7 field accuracy must be
realized for a Zeeman bias effect smaller than 10~'%, Therefore the C-field must be under closed loop
control based on frequency measurements on a field dependent transition.

In this paper a synthesis scheme is proposed, which can provide two frequencies with the necessary
resolution: two different frequency lock loops are used to measure the v_; and vy transitions. The
former controls a high stability quartz oscillator with a relatively long time constant. The latter is
used to measure C-field and can be faster, if needed to enact a tight control of the magnet’s current

power supply.

1 High C-field physics and its
implications on electronics

In the high C-field standard, as proposed in [1],
the field level (Bg ~ 82 mT) is chosen in such way
as to minimize the frequency v_; of the mp = -1
transition, which is used as the reference. In this
conditions the 1% order Zeeman effect vanishes
and, from the Breit Rabi Formula, the clock fre-
quency turns out to be

Vooﬂ 15/16

8.900, 727, 438,257-10° Hz +
+(B - Bo)?-4.41-107'° Hz/T? (1)

V-1 min

v_1(B)

where vgg is the resonance frequency of the un-
perturbed atoms.

In the error budget, a bias of 3-10~1* due to C-
field can be tolerated for a residual uncertainty
below 1074, For this target, the field must be

0-7803-0905-7/93 $3.00 © 1993 IEEE
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set to within 5-10~7. Therefore, the C-field must
be under closed loop control based on frequency
measurement of a field dependent transition. The
selected one is my = 0, whose frequency at By is
given by

Vo = Voo\/ 15/16
vo(B) ~ 9.475,54810°Hz +
+(B-By) - 2.110"°Hz/T (2)
A cavity which resonates at both frequencies v_;
and vy was designed and realized [2]. Because of
the wide frequency separation of the two modes,
clock operation and C-field measurement can take
place at the same time without appreciable accu-
racy loss due to AC Zeeman effect. In order to ac-
complish this, two separate sinthesizers, each one
with its own modulation frequency, are needed.
The synthesizers’ main specifications can be
drawn from the results of a theoretical analysis



e

C field
9475 GHz measurement
cl(:gi\gln _ atoms C ﬁeld
resonator detector and
clock
8.901 GHz
clock

servo » synchronous
detector
l'l 100 MHz VHF
synthesizer 275 MHz
C field output
100 MHz | R 9.2
III x 4 x 23 Ciz
]
standard Y
frequency VHF 299 MHz
output . >
synthesizer
\ ( )
L] servo synchronous
N detector |

Figure 1: Block diagram of the dual frequency synthesis system under development.

of the beam tube which leads to the following ex-
pected parameters: accuracy in the 1074 range,
white frequency noise limitation for o, at several
10~13/4/7, atomic linewidth of 160 Hz and cavity
bandwidth of 300 kHz.

Resolution is not a critical parameter for vp.
From equation (2), it can be stated that 100
Hz it all what’s needed if a C-field accuracy of
10~7 must be achieved. The clock frequency v_;
should be synthesized at least with the same res-
olution as for the accuracy limit of the standard,
i.e.,, 107* Hz, although in principle this is not
mandatory.

2 Synthesis scheme

The synthesis scheme is based on the idea that
the cesium beam tube can be seen as two sepa-
rate resonators. Then, two quartz oscillators are
frequency locked for clock operation and C-field
measurement.

The practical scheme, shown in fig. 1, uses a
single multiplication chain for rising the quartz
output frequency to 9.2 GHz, and two separate
synthesizers for obtaining the final frequencies.
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The value was chosen to be 9.2 GHz because it
is close to (vo + v—1)/2 and a suitable multiple of
the main quartz (100 MHz). Moreover, most of
this scheme can be reused for low field operation
at 9.193 GHz, if this option is needed.

The multiplication from 100 MHz to 9.2 GHz
needs two steps. The first stage (x4), which can
be made with low noise double balanced mixers or
with a classic transistor multiplier, is filtered for
the minimum 100 MHz spurious output, and the
second one (X23) is based on a SRD for the lowest
noise. A single stage 100 MHz — 9.2 GHz must
be avoided because the SRD multiplier would
produce an appreciable power at any frequency
multiple of 100 MHz, including 8.9 GHz; this last,
close to v_1, is almost in the cavity bandwidth.

A selection on high performance commercially
available oscillators shows that one can choose
a low frequency device (5-10 MHz) for the best
frequency flicker, or a high frequency one (>100
MHz) for the lowest phase noise. The phase noise
S4 expected at 8.9 GHz from two representative
oscillators is shown in Fig. 2, together with the
expected white frequency noise of the tube. Since
at all frequencies below the atomic linewidth the
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Figure 2: Phase noise of the oscillators at 8.9
GHz, compared to the expected tube noise.

considered oscillators’ noise is higher than the
white noise expected in closed loop from the beam
intensity limitation, the overall noise will be lim-
ited by the oscillator. Then it was decided to
take full benefits of the technology by using a
100 MHz low noise oscillator phase locked to a
5 MHz low flicker one. This PLL is seen as the
main 100 MHz oscillator. A buffer, with a for-
ward/backward gain ratio of 140 dB [3] provides
the clock output.

The 299 MHz VHF synthesizer provides a mod-
ulated signal and it is responsible of the standard
frequency tuning. In a first stage of the exper-
imental work it can be replaced by commercial
equipment, loosing in resolution.

The second oscillator is locked to the 1 line,
thus providing continuous monitoring of the C-
field. When the C-field loop is open, this oscilla-
tor allows numerically controlled precision scan-
ning of the v_; Zeeman curve.

3 VHF synthesizer

The main concerns in design the 299 MHz VHF
synthesizer are:

1. Spectral purity. The estimated microwave
noise floor is ~130 dB rad?/Hz, due to the
quartz (see Fig. 2), plus the noise of the mul-
tiplication chain. This synthesizer should
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not degrade the spectral purity of the mi-
crowave signal. A limit of 135 dB rad®/Hz
seems reasonable.

Spurious signals. They should be kept at
a negligible level in the cavity bandwidth.
Moreover, spurious signal around 100 MHz
are to be carefully avoided because a multi-
plication by three can take place when mix-
ing this signal with the 9.2 GHz microwave,
thus yelding to spurious near v_;.

3. Resolution should be about 10~* Hz.

The proposed scheme is shown in Fig. 3, where
an high resolution 207 kHz synthesizer is up con-
verted to 299 MHz in several steps.

The number of conversion stages and the in-
termediate frequencies have been chosen for the
lowest spurious signals, expecially for those which
are close to the carrier, avoiding high Q filters
or resonators because of their phase instability.
These unwanted signals have been evaluated us-
ing double balanced mixers intermodulation ta-
bles reported in [9, 10] and experimental data,
taking into account all harmonics up to the 11*t
order.

In order to keep the output clean from 100
MHz spurious signals, the last stage is driven by
a 266.6 MHz signal made by a regenerative con-
verter. This converter is in principle a regener-
ative divider in which the output is taken from
the multiplier output instead of the input. The
regenerative scheme is well known for its low noise
performances [4, 5].

The lower frequency conversion stages are less
critical and can be based on digital dividers.
With these dividers, a white noise floor less than
-140 to -150 dB can be achieved [5, 6, 7, 8].
Flicker and higher slope phase noise types are not
a problem, as compared to the quartz multiplied
to 9.2 GHz.

The low frequency synthesizer design suffers
from the difficulty of obtaining sub-millihertz res-
olution and a sufficient spectral purity. NCO
based schemes, that have excellent resolution,
show a pseudo random distribution of spectral
lines spaced from the carrier by multiples of the
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resolution; these signals are within the main FLL
bandwidth. In order to overcome these problems,
two schemes are under study.

Following the first approach, the 207 kHz signal
is obtained dividing the output of a commercial
synthesizer by a suitable factor, say 1000, and
shaping the output with a digital to analog con-
verter. In the second one, the 207 kHz is imple-
mented as a infinite Q IR filter in a DSP driven
by the standard frequency; a slow software gain
control avoids saturation problems.
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Abstract: Multilambda Rabi cavities have been pointed
out to be a viable solution for the reduction of cavity phase
shift and other Doppler related effects in atomic beam
frequency standards. For this reason they may be advisable
in devices in which operations apt to measure or correct
cavity phase shift are impossible or undesirable.

In this paper a discussion is presented of configurations that
may gain by the use of such microwave cavities, and of the
cavity modes which are most suitable for this application.
Analytical and numerical results are reported on particular
examples of cavity. They support the idea that a Ramsey
cavity is notalways the only solution for guiding microwaves
in a beam standard.

Introduction

In an era in which accuracies as good as 10 are becoming
acommon goal for 1aboratories involved in the development
of primary atomic frequency standards, it is important to
reexamine accuracy problems and possible solutions with
regards to the design of the microwave structure.

In particular it is not so obvious that the after-the-fact
correction to the output frequency of the standard, needed
totake into account end-to-end cavity phase shift in Ramsey
cavities, may be reliable to that level of accuracy. A bias
effect, due to this reason, smaller than 10™ is very difficult
to obtain in a beam standard using such a cavity, and a
correction accurate to better than 10% is therefore needed
for the cavity phase shift in order to claim 10™* overall
accuracy for the standard. This is particularly difficult in
traditional tubes, employing magnetic selection, because of
the coupling between distributed phase shift and atomic
angular velocity dispersion, which intrinsically prevent
correct beam retrace in beam reversal experiments, but is
not obviously feasible in other configurations either.
Another problem which is difficult to curb in Ramsey
cavities is the analysis and construction of the two waveguide
bends needed to form the U-shaped structure. These in fact
are difficult to characterize in usable transmission line
models, and are difficult to measure to the necessary level
of accuracy.

For these reasons the need has been felt for some time to
find a better solution, and analysis of multiwavelength Rabi
cavities has been initiated with the purpose of understanding
if they can represent a viable solution [1 - 3]. Promising
preliminary results have been obtained from the theoretical
analysis.

Another situation in which this solution might be interesting
both for its relative immunity to asymmetries, and for the
much better ease of construction over a Ramsey cavity, is

0-7803-0905-7/93 $3.00 © 1993 IEEE
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the field of short commercial Cesium beam tubes, where it
could also introduce interesting volume savings.

Cavity modes of different kind can be employed in a usable
Rabi cavity. Only modes with a longitudinal microwave
magnetic field have been so far analyzed, although it is
possible that modes with a transversal magnetic field may
not be much worse. The number of half wavelengths
considered has been so far only odd (up to seven halves),
which results in normal interference patterns with a
maximum at center frequency, but it could easily be even as
well, which would produce inverted patterns with a
minimum at center frequency. This may have some
advantages in this type of cavity because of the intrinsic
capacity of inverted patterns to reject cavity pulling effects.
The most suitable cavity modes appear to be a TE;,, mode
in a cylindrical cavity, which is the one first studied for the
application to primary standards, and the TE,,, mode in a
rectangular cross section cavity, which might be particularly
interesting for use in short commercial tubes.

In this paper the theoretical analysis of Doppler and power
effects in such a cavity is shortly illustrated and compared
with the results of calculations of the atom-microwave
interaction obtained by direct step-by-step numerical
integration of the Schrodinger equation. A monokinetic
beam has been used so far for these calculations. Integration
over the velocity distribution is still in the works, but does
not appear to be able to produce dramatic variations in the
results. A comprehensive analysis will be published
elsewhere.

Description of the cavity

The structure of the TE,, cavity with its feeder and the
magnetic field map is sketched in Fig. 1.

v

— ({ —=
==

Fig. 1: Cross section of the cavity with magnetic field lines.



In order to excite the desired & transition in the atomic beam,
the structure is placed in a quantization field parallel to the
cavity axis (x) so that the relevant electromagnetic field
componentis the longitudinal magnetic field induction B (x).

The analysis of such a field distribution along x is performed
by means of the scattering matrix formalism with reference
to the transmission line model given in Fig. 2. Asymmetries

are introduced in the losses of the two end shorts (T, , =T'e*,

where + (-) refers to #1 (#2) section, and I'=—¢™ with
E=E'+i&” and x = +ix”) and in the different cavity-arm
lengths (/;, with }; - [, =2 dand |, + I, =21 = L), whereas
the propagation constant y= o + i is supposed independent
of the x coordinate. Forward and backward
transverse-electric-field wave amplitudes a; and b;, with
respect to the three-port junction, are linked f)y a scattenng
matrix S which, due to the symmetry of the structure, may
be written as:

4))] R M T
S=M R T
T T K

where R and K are the reflection coefficients from the two
guide sections of the cavity and from the center feed,
respectively, and M and T are the transmission coefficients
between the two sidés of the cavity and between one side
and the feeder.

2 bal
| f
Q> fe— 85
ry be S L.y | T2
1.7 ‘z-"

Fig. 2: Model used for field calculation.

Without any loss of generality T can be assumed real and
the reference planes 1 and 2 coincident (position of plane 3
isirrelevant). For a lossless junction S is unitary and, among
others, the condition 1M — Rl=1isobtained; asaconsequence

wecansetM —R = ¢, Inthe limit of weak coupling between

feeder and cavity, M — 1and R — 0 and § is vanishingly
small. However even with a 4 mm diameter circular hole, it

can be shown [4] that 3 = 2*107,
Analytical

From the analysis of the circuit in Fig. 2 it turns out that the

two travelling waves b, and b, feeding the two halves of the

cavity, can be expressed as:

@ b=b,+b, b,=b,-b,

where, by omitting terms in (y4)* and 2, the symmetric and

antisymmetric components are:

3 T
b b, ~b (™t =1)(1-1/A,)

s

velopmen

5

with

@ A=1-(M+R)e™

&) A,=1+M-R)e™

The longitudinal magnetic field induction B,, which is
relevant to the problem at hand, is propomonal to the
transverse electric field and, therefore, its expression in the
two cavity halves (x <0 in the half #1 and x > 0 in the half
#2 ) becomes:

© B,,<x)«ble{"'+i?)8‘"“[wl+x>+§§—x]

R
M B ,(x)e<b, e-(wz 2 )sinh[}(l —x)+§—+9—c:|

These expressions are to be used introducing the actual
cavity dimensions and operation frequency with the
resonance condition for the considered mode, that is

2B +E&” = nm. As a consequence A, = 1 +¢,
After substitution of expressions (2) into (6) and (7), taking

into account (3), (4), and (5), B,, becomes:

8
© ,,(x)ocb,N,cos[ (l —i B)ﬁx + rl}
with
© N, = (1 .,_lﬁ] e—-‘(ﬂd—t'fz)e—[a(l+d>+(§’-z()r21 =~ D)

b,

10
(10) r,=|3d—— z[ou(l+d)+@ X’)]
A similar expression holds for B,, with:
(11) b, o

=[1-2 P~ XDl -dy+ € =102 (el +EP)

(12) X’

r2=Bd—7+z[oo(l d)+

The last part of expressions (9) and (11) (where N, = N,) are
approximated to first order, by considering very small
compared to unity all terms containing a product of any two
of the quantities yd,y,d, o/ and&’. The term od is also
dropped, as calculations show that its effect is small in the
cylindrical cavity, for reasonable values of d. From here on
it will be assumed N, =N, =N,

The field time dependence is introduced by taking the real
partof B,.e”, for j= 1,2, being w the field angular frequency.
In the study of the atom-field interaction, since @ = w,, the
rotating wave approximation is used. The relationship
between time origin and x coordinate is chosen as x = vt,
with v the atom velocity along the cavity axis.

The magnitude of the frequency shift due to the 1st order
Doppler effect is obtained by evaluating the atom transition
probability as a function of detuning from the natural
resonance o, of the atom at rest. To this aim we consider the

two-level atom Hamiltonian with coupling due to a
magnetic-dipole 7 transition.

The Magnus expansion method [5] appears to be a useful
tool to evaluate the atom evolution in a multiwavelength
cavity when field expressions are complicated by the
presence of losses in the walls. This method has been used
to study many problems and in particular the interaction of
atoms moving along a pure standing-wave [6] and ithas been

€ +x’)]
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shown that convergence problems in the useful range of field
amplitudes are avoided if the interaction representation is
used and if the cavity is divided in zones, each a half
wavelength long. Therefore each zone is labelled with the
integer k which ranges from -(n-1)/2 to (n-1)/2, n being the
number of halfwavelengths in the cavity. For each k value a
new origin is established at x = x,, the antinode coordinate
of the magnetic field standing-wave in the lossless case (Im

r;=0)

The X, values are given by the condition
Bx, =—PBd +x"/2+ kn and the boundaries of each zone are
Bx, =~Bd + 112+ (2k ¥ 1)n/2. By means of a k dependent

unitary transformation, the zone boundaries become —1v/2
and /2, therefore expressions easier to handle are produced
and, most important, the time of flight between adjacent
zones is taken into account exactly, independently of the
iteration level at which the Magnus expansion is truncated.
This goal is accomplished in the following steps. After
introducing the equivalent time

2Py
T= f cospvt dt =4 fmv
-ni2By

and the normalized detuning 0 = (00— 0)V2 = (O — 0y)/Pv,
the expression of the interaction Hamiltonian Hy(x) becomes:

“ H;(X)=—hbT;EN (l ,_}k_” 0{(1”%}‘*"] -

0
where b, is the Rabi angular frequency corresponding to the
amphtude B, of an ideal standing wave (the notation here
for b, is the same used in [7]). With the substitution

B(x X,), in the k-th zone the transformed Hamiltonian
H ',(yk) and the evolution operator U’(y,) satisfy the

differential equation:
(14 o
i

dau’,(y,) ’
, =H'(y)U', ()
Because of the unitarity condition, the operator U’/(y,),

describing the evolution between the beginning and the end
of each zone, will be expressed as:
(15) F iG

iG* F’

U’I(yk) =

First-order solutions

The amount of the 1st order Doppler effect is expected to be
rather small and, as a consequence, the Magnus method
should provide some interesting information just at the 1st
step, although at this approximation level Im(F) =
Moreover the 1st iteration should provide a satisfactory
approximation for low field levels. For a satisfactory
evaluation of the power dependence of the shift the first
iteration seems insufficient.

By retaining only firstorder terms in perturbation parameters
and the first power of 6 in the products containing 6 and the
same perturbation parameters, the evaluation of the matrix
elements in (15) leads to the following expressions:

(16) F{V = cosL,~ Re[n,ILsinL,

(17)  G® = (~1)* (sinL, + Re[n,)L,cosL, + /Im[n,IsinL)
where subscripts & refer to the zone number and superscripts
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@ to the iteration order.
In (16) and (17) IL,| has been substituted with L, because we
are interested only in the range of small 6 values and:

(18) bt cosOn/2
Ly=2N— 7 10
19 ’ ’
(19 noze-x-+i(—%+od+§2—) for k=0
20 ’, ’
@0 N = 0(%—Ekn+od+§ )—13 for k>0
(21) X o € ;&
= ( Bkn od—2 [3 for k<0

As expected, the expression for L, is coincident with that of
L in [6] where neither asymmetry nor loss parameters where
introduced.

In a halfwavelength interaction structure (k = 0, n = 1) the
transition probability P®(1) is estimated as:

22) p)=GO1)GN" (1) = sinL, + 2Re[M )L sinL cosL,
At this approximation level, it depends only on ¥, in fact
the other perturbation terms, retained to the first order, are
cancelled.

By keeping in (18) terms up to 67, the normalized frequency
shift 6,, due to the 1st order Doppler effect turns out to be:

* o ~

’

X

qZ)

Itisindependent of the power level: this seems to be a feature
of the 1st iteration. Note that the denominator in (23) is
almost 1 and therefore 0,(1)=%’. Such expression is in
agreement with the semi-empirical evaluation reported in

[31.

In a three halfwavelength cavity (n = 3) the transition
probability is evaluated by using a similar procedure and the
normalized frequency shift results:

@9 0(3) =

’

X
f— 1) — sin2L,

which turns out to be dependent on the power level only
because of the accumulated atom polarization in the different
zones. The expression (24) shows that also in this case " is
the only perturbation parameter affecting the shift to 1st
order. In fact in each zone labelled with £ < O the
perturbations due to o/B, od, and &’ give contributions to the
Doppler shift, but their effects are cancelled (to the first
order) by the correspondent zones with £ > 0.

Moreover by comparing the expressions of G(1) and F(1)
with those of G(3) and F(3) and G(5) and F(5) it turns out
that this property holds also when the computations are
extended to higher k values, therefore the perturbation
parameter mostly affecting the Doppler shift remains " also
for a higher (odd) number of halfwavelength in the cavity.

Numerical evaluations an

The analytical development, though approxunated, has
shown that the asymmetry parameter mostly influencing the
Doppler shift, i.e. shifting the maximum of the transition
probability, is ¥’, the semi-difference in the reflection

sions



coefficient amplitudes at the reference planes 1 and 2.
Numerical evaluations confirm this behavior, yielding shift
linearly dependent on ’.

By setting C, and C, the probability amplitudes of the two
atomic levels, numerical solutions have been obtained by
the integration of the Schrodinger equation with the
Hamiltonian (13). Such integration has been evaluated with
a 4th order Runge-Kutta method checking for accuracy at
each integration step up to 10 level for different values of
the detuning parameter 6. The evaluation has been repeated
for different cavity lengths, setting the initial and final values
of the integration variable y =fx to —Bd +%"/2-nm/2 and
—Bd +%"/2 + nv2 respectively and appropriately setting the
other parameters dependent on n. The initial values are C,
=1, C,=0in all cases.

Numerical evaluations confirm the major dependence on %’
and show a clear dependence on power for the Doppler shift.

Recording the value of C,C, at the end of the cavity for
different detuning values, the line-shape as well as the
line-width can be inferred. Such evaluation repeated for
different n and power values illustrates the advantages of
using a larger number of halfwavelength zones and a power
level below the optimal to reduce the line-width.

InFig.3 the line-shapes versus the detuning 6 are represented
for two different values of power and for different » values.
It can be seen that with the optimal power level the fringe
envelope of the cases n = 7 is almost coincident with the
line-shape of the case n = 1.

From the line-shapes obtained in this way, for various n
values, cavity asymmetries and microwave power
conditions, the Doppler shiftis evaluated as the displacement
of the line center. Such a displacement can be inferred by
two different procedures. Firstly it can be estimated from the
central value of the line-width at half maximum height, as a
second method it can directly be estimated by exploring the
output values of C2C2 in the neighbourhood of the
maximum, by varying 6. The two methods lead to shift
evaluations very close toeach other and differ only for power
level over the optimal value.

-1

The shift turns out to be dependent on power and with
different sensitivity to the asymmetry parameters of the
cavity asreported in [2], but the most influencing asymmetry
factor is x’, on whose value the shift is linearly dependent in
complete agreement with the analytical survey.

The comparison with the analytical results points out that
there is a power dependence as expected but that the first
analytical iteration is not sufficient to satisfactory report such
a dependence. In Fig. 4 the different results of the Doppler
shift power dependence in the case of n=1,n=3,and n=
7 are reported showing that, as expected, the analytical
expression are valid mostly for low power level.

(mE

* Power

-20dB 6dB -3dB Powe
Fig. 4: Doppler shift power dependence as obtained from

numerical integration and from the first analytical

iteration.

a) analytical (- numerical) estimation forn =1

b) analytical (* numerical) estimation for n = 3

] numerical estimation for n = 7.

Fig. 3 a):. Central fringes of the transition probability for n = 1 cavity (dotted line) and n = 7 (solid line)
at optimal power level.
b): The same as a) at power level 6 dB below optimal.
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Conclusions

In this paper an analysis is reported of the transition
probability for an atomic beam excited by resonant
microwave radiation in a TE,, , cavity fed in the center. Both
the results of numerical integration of the Schrodinger
equation, and an analytical approximation obtained by
means of a Magnus expansion are given. The agreement is
satisfactory up to the n = 7 case, which is the highest order
examined. No asymmetry was assumed in the center feed,
mainly because its effect can be shown to be very small for
a cylindrical cavity, since the TE,, mode in that kind of
structure has very low losses on the side walls. A side effect
of this consideration is that there isno need for highly precise
centering of the feed in a cavity based on that mode. The
analysis would therefore need to be completed with
consideration of the length asymmetry, in order to apply the
theory to a different mode, like a TE,, mode in a cavity with
rectangular cross section, which might be interesting for a
short commercial tube.
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Abstract

In a rubidium atomic clock, phase or fre-
quency modulation of the probing microwave signal
induces atomic population oscillations at the same
frequency. These population oscillations result in
transmitted lamp intensity oscillations, which are in
turn used to generate the error signal that stabilizes
the frequency of the probing microwave field. In
this study we examine the phase-delay that exists
between the oscillating atomic system and the prob-
ing microwave field. This phase-delay must be ac-
counted for in the feedback control circuitry of the
clock in order to maximize the device's short-term
stability. Our motivation is a better understanding of
the effects that can slowly degrade atomic clock per-
formance over long, multiyear operational lifetimes,
in particular slow microwave power variations. We
find both experimentally and theoretically that the
atomic phase-delay can vary by more than 100°, and
that in the regime of normal clock operation it is a
rapidly changing function of microwave power. De-
fining P_ as the normal operating power entering the
clock cavity, our results indicate that at P_ the phase-
delay sensitivity to microwave power variations is
maximized and on the order of ten degrees per dB.
Moreover, our results show that it is unadvisable to
try to operate the clock at some different microwave
power where this sensitivity is smaller, since the
amplitude of the first harmonic signal is also maxi-
mized at P,. However, with regards to multiyear Rb
clock operation, so long as microwave power level
changes do not exceed roughly 3 dB there should be
little effect on the clock's short-term stability.

Introduction

When an atomic system interacts with a reso-
nant field whose amplitude or phase is modulated, it
is well known that the atomic population among
various eigenstates will oscillate at the fundamental
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modulation frequency and its harmonics. It is also
true, however, that the atomic oscillations occurring
at the fundamental frequency will have a phase lag
with respect to the driving field, and that this atomic
phase-delay must be accounted for in the feedback
control loop of an atomic clock in order to optimize
the clock's short-term stability.  Our primary
motivation in the present study is a better under-
standing of the effects that can slowly degrade
atomic clock performance over long, multiyear op-
erational lifetimes. Specifically, if conditions were
to permit the atomic phase-delay to change slowly
with time, short-term performance could be de-
graded. In the following sections of this paper, we
will describe both our theoretical and experimental
investigations of this issue.

Overview of Rb Atomic Clock Operating Principles

Figure 1 illustrates some of the generic Rb
atomic clock elements. The output of a voltage-con-
trolled-crystal-oscillator (VCXO) is multiplied to the
102 MHz range, and is then subjected to phase
modulation at a 102 Hz rate. This phase modulated
signal is applied to a Step Recovery Diode, creating
an Xpg band microwave signal, which excites the
resonant mode of a microwave cavity containing a
vapor of Rb atoms in a resonance cell. When the
microwave frequency is reasonably close to the 0-0
atomic hyperfine resonance (within ~ 1 kHz), the
phase modulation of the microwaves causes the
atomic population imbalance between the 0-0 hyper-
fine levels (created by optical pumping) to oscillate,
and this oscillation in turn causes a modulation of
the light intensity monitored by the photodetector.
Since the optical modulation amplitude is propor-
tional to the detuning of the microwaves from the
atomic resonance frequency,l the IF output of the
mixer shown in Fig. 1 can provide an error signal to
stabilize the VCXO's 1f frequency, so long as the
phase difference between the LO and RF inputs is
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Fig . 1: Schematic diagram of typical rubidium
atomic clock.

not close to 90°.

Theoretical Analysis

In the present work we are concerned with
the phase offset between the modulated signals at the

LO and RF inputs to the mixer of Fig. 1 caused by

atomic processes occurring within the resonance cell.
To investigate this question we consider sinewave
modulation of the phase:

() = a sin(o,t)

Here, ©(t) is the microwave signal's phase, a is the
modulation index, and ©,, is the modulation
frequency; note that sinewave phase modulation
implies cosinewave frequency modulation. The LO
signal that is input to the mixer may then be written
as:

Sio =asin(et + ¢ + n/2) = a cos(ot + ¢)

where (¢ + w/2) is the phase added by the phase
shifter of Fig. 1. The RF input comes from the
photodetector, and we write this as:

Sgr(t) = Acos(ot+y,) +BcosCo,t+,),

where A and B are the signal amplitudes of the 1st
and 2nd harmonic components of the RF signal,
respectively, and y, and v, are the phase-delays
induced by the atomic system for the 1st and 2nd
harmonic components, respectively. We again note
that for Xg band radiation within about 1 kHz of the

atomic resonance, A is proportional to the frequency
difference between the microwaves and the atomic
resonance. The choice of a cosine function for the
RF signal, rather than a sine function, is motivated
by the fact that in the limit of very high microwave
power the atomic system should be nearly in phase
with the microwave field's frequency modulation,
which is the derivative of the phase modulated
signal.

Considering the case of no intermodulation
products at the mixer output, the IF signal is the
simple product of the RF and LO signals:

S0 = (AU2)[00s($ ;) + 0@yt §Hyy)] +
(Ba/2)[cos(@,t+ wy-§) + cos(Bo t+ y,ot §)].

Averaging (via the Integrator of Fig. 1) S(t) over
some time interval that is long compared to the
modulation period then yields an expression for the
error signal that is applied to the VCXO:

Error Signal = <S;>4 = (Aa/2) cos(¢- y,).

Clearly, the error signal is maximized, and the
greatest clock stability is attained, when the phase
offset provided by the Phase Shifter ¢ cancels the
phase-delay associated with the atomic system, ,.

To evaluate ,, and hence the required value
of ¢, it is necessary to understand the dynamical
behavior of an atomic quantum system interacting

- with a phase modulated field. Solutions to this
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problem have been obtained by various workers in
the limit of weak microwave fields.2 However, since
rubidium atomic clocks typically operate in the
regime of strong fields, where they achieve their
greatest stability,3 these previous analyses are of
uncertain value for the determination of w,. In
strong fields the determination of \, necessitates the
solution of the density matrix equations. Assuming
a 2-level, homogeneously-broadened atomic system,
these equations may be written as:

X=-1,X-AY + QZsin[O(1)]

Y= AX- 1Y + QZ cos[O@®)]

Z= - QX sin[O(D)] - QY cos[O)] + 1,(Z,2)
Here, X and Y are related to atomic coherence, while

Z is the population difference between the upper and
lower hyperfine states; y, and v, are the longitudinal



and transverse relaxation rates, respectively, Q is
the Rabi frequency (proportional to the square root of
the microwave power level) and A is the field
detuning. Nominal values of these parameters for a
Rb clock are collected in Table 1.

Table I. Values of the parameters required by the
density-matrix equations.

Parameter Value
" 311 Hz
" 311 Hz
O, 451.7Hz
a 0.9

Once a means of calculating the atomic
dynamics is in hand, and the appropriate input
parameters are known, it is a relatively
straightforward task to determine vy, We
numerically solve the density matrix equations using
a fourth-order Runge-Kutta technique with adaptive
step-size,4 and calculate the atomic population in the
F=2 ground state hyperfine level, which is
proportional to the light intensity reaching the
photodetector, as a function of time. To ensure a
non-zero first harmonic component to the atomic
signal, this calculation is carried out at a microwave
detuning of -10 Hz. The atomic population at time t
is then multiplied by the corresponding microwave
phase ©(t), and the product is averaged over some
very long time (typically a hundred modulation
periods) to yield <S>3. Two calculations are
performed, one with ¢=0, and the other with an
arbitrary value of ¢ (we take ¢=10°). Forming the
ratior,

r = <Sp>g/<Sp>p = cos(w,)cos(¢-y)),
then allows a simple evaluation of ,:
y, = arctan[r'csc(¢) - cot($)].

Once , is known it is easy to calculate the
amplitude of the first harmonic signal A, and a
similar analysis can be performed independently to
determine , and B.

Figures 2a and 2b show the results from these
calculations for the first and second harmonic
components, respectively. Here, circles correspond
to the computed values of 4 and y,, while the solid
lines represent the relative amplitudes of the IF
signal; both of these quantities are plotted as a
function of Rabi frequency. Considering Fig. 2a,
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note that the normal operating power of this clock,
P_, would be set so that Q = 500 Hz, since this is
where the first harmonic signal is maximized. An
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Fig. 2: Theoretical results. (a) Phase-delay of
atomic signal's first harmonic versus
Rabi frequency. Circles correspond to the
calculated phase-delay data. The solid
line is the relative amplitude of the first
harmonic signal at a detuning of - 10 Hz,
(b) Phase-delay of atomic signal's second
harmonic versus Rabi frequency. Circles
correspond to the calculated phase- delay.
The solid line is the relative second
harmonic amplitude, which was nearly
constant for small detuning.



important point worth recognizing from the results is
that the phase-delay changes by about 102 degrees as
a function of Q. Moreover, even at relatively high
Rabi frequencies, where one might expect ;= 0
due to the adiabatic nature of the field-atom
interaction,5 the calculations predict a non-
negligible atomic phase-delay of -20°, Thus, for
optimum performance ¢ can never be set to zero.
Finally, the calculations show that the atomic phase-
delay y, at P_, and hence the required phase shift ¢
to maximize clock stability, is a rapidly changing
function of microwave power. In particular, the
calculations indicate a microwave power coefficient
for the phase-delay (dwy,/dlog[P]) of 8.9%/dB at P,
In order to reduce any potential deleterious effects of
microwave power variation on clock performance,
one would want this coefficient to be as small as
possible. Regarding Fig. 2a, one might therefore be
tempted to operate the clock at either higher or lower
values of the microwave power. However, any
attempt to reduce or increase the microwave power
in the cavity would lead to a decrease in the
amplitude of the first harmonic signal and hence the
clock performance. It thus appears from these
calculations that a relatively high sensitivity of
atomic phase-delay to microwave power is a
necessary condition of atomic clock design.

Considering Fig. 2b, note that the phase-delay
of the second harmonic signal , also shows a rapid
variation in the microwave power regime of normal
clock operation P,. Further, the second harmonic
signal amplitude is a maximum in this regime.
Note, however, that the microwave power level that
maximizes the second harmonic signal amplitude B,
is not exactly equal to the microwave power level
that maximizes the first harmonic signal amplitude
A; there is an approximately 5 dB difference in the
optimum values of the microwave power.
Consequently, if onec were to use the second
harmonic signal to optimize microwave power, one
would need to choose a microwave power somewhat
less than that which yielded the sharp maximum in
the second harmonic signal's amplitude.

Experiment

While suggestive, the calculations presented
above are an idealization of the actual physics that
occurs in the gas-cell atomic clock. In particular, the
calculations take no account of what is sometimes
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referred to as the macroscopic scale of physics.6
The Rb atoms confined in the resonance cell of Fig.
1 are also in the presence of a nitrogen/noble-gas
mixture. The buffer gas essentially "freezes" the
rubidium atoms in place so that they only interact
with microwaves and light in some spatially
localized region.7 Different Rb atoms in different
regions of the resonance cell experience different
microwave power levels, and would therefore be at
different places on the curve of Fig. 2. As a result of
this macroscopic scale of physics, an experimental
examination of the atomic phase-delay is warranted.

QOur experimental apparatus is illustrated in
Fig. 3. Basically, a natural Rb vapor was contained
with ~ 10 torr N, inside a cylindrical microwave
cavity whose TE,;; mode was resonant with the Rb
ground state hyperfine transition. The cell
temperature was maintained at 72° C, corresponding
to a rubidium density of 1.4x1012 cm3.8 and an
isotopically enriched Rb discharge lamp was used for
optical pumping. The cavity and resonance cell were
located inside a static magnetic field of 310 mG
oriented along the cavity's axis of symmetry; this
field defined the atomic quantization direction. The
output of a VCXO at approximately 107 MHz, was
multiplied up into the gigahertz range before being
amplified by a 30 dB solid state amplifier. The
microwave power entering the cavity could be
controlled with variable attenuators, and these were
calibrated to microwave Rabi frequency b
measuring the linewidth of the hyperfine transition;
additionally, the dephasing rate was found through
these linewidth measurements to be 311 Hz. The
control voltage to the VCXO was sinusoidally
modulated at 451.7 Hz, with the crystal detuned
from resonance by -102 Hz. A photodiode was
located inside the cavity to detect the lamp light
transmitted by the resonance cell, and its output was
directed through a pre-amp to an SRS 510 lock-in
amplifier. Phase measurements of ¢ were made by
zeroing the quadrature component of the lock-in
output, referenced to the frequency modulating
signal.

Figure 4 shows the experimental results of the
lock-in phase offset ¢ and corresponding maximum
first harmonic signal amplitude as a function of Rabi
frequency. Quantitatively, the agreement between
theory and experiment is quite good. Experiment
confirms that the atomic phase-delay changes by
about 102 Hz as a function of Rabi frequency, and
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Fig. 3: Experimental apparatus described in the
text that was used to measure the atomic
phase-delay in an optically pumped Rb
vapor.

that in the limit of large Rabi frequency the phase-
delay asymptotes to a nonzero value of ~ -40°
Morecover, at Rabi frequencies where the first
harmonic component of the signal is maximized,
d$/dQ2 is also maximized. The experimental value
of d¢/dlog[P] at P, is found to be 7.1°/dB in good
agreement with the theoretical result of 8.9°/dB. As
a whole these results both confirm the theoretical
predictions discussed in the previous section, and
suggest that with regard to phase-delay calculations
the approximation of a 2-level, homogeneously
broadened atom is quite good.

Discussion

In terms of understanding atomic clock
stability, and its sensitivity to microwave power
changes, a significant result of the present study
concerns the value of dy,/dlog[P] at P,. Typically,
operational atomic clock microwave power levels are
chosen so that the atomic dynamics is just within the
saturation regime. This power level yields both a
large signal amplitude and a relatively narrow
atomic resonance line, and previous results have
shown that the shot-noise-limited Allan variance
(cySh"‘) is relatively insensitive to microwave
power changes of less than about 10 dB
(.., do,Ydlog[P] = 0 at P,).3 Consequently, just
considering shot-noise-limited performance, one
would conclude that likely microwave power
changes occurring over a Rb clock's multiyear life
would have no effect on short-term performance.
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However, o, should actually be seen as crys"°‘/cos(¢-
y,), which results in an additional sensitivity of
short-term performance to microwave power
changes. In particular, assuming an atomic phase-
delay sensitivity of 99/dB, a 10 dB change in
microwave power would cause a 90° phase shift and
an unlocking of the clock. Therefore, in order to
ensure specified short-term performance over an
atomic clock's multiyear mission life, it is more
important to consider the effects of microwave power
changes on y, thanon o shot - Specifically, in order
to ensure that o, does not change by more than
about 10%, we would recommend specifying that
microwave power changes be no larger than 3 dB
over Rb clock operational lifetimes.
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Abstract

A new and substantially different design of field
operable atomic hydrogen maser was developed at
Sigma Tau Standards Corporation (STSC) over nine
years ago (1982-1984). This maser incorporated the first
successful automatic cavity stabilization system for
active oscillator hydrogen masers which did not require
a second stable frequency source as a reference. The
design also realized several other innovations, including
very high hydrogen utilization efficiency, as well as
relatively small size and low power consumption. The
new design promised extended operating life with
improved long term stability while maintaining the
characteristic good short term stability of the classic
hydrogen maser oscillator. Data has been accumulating
over the years since the first deliveries began in 1985;
this, as well as new data presented herein, shows that
the STSC design of hydrogen maser may be expected to
provide stable performance for periods of time
measured in decades, without long term interruption for
recoating of the storage bulb, changing of pumps or
replenishment of hydrogen.

Introduction

A time and frequency standard should not only have
exceptional stability, but it should also operate
continuously and have a very long life. It is particularly
noteworthy that the first developmental hydrogen
masers to use the new cavity tuning servo and other
features of the STSC hydrogen maser design are still
being used as frequency standards, and the long term
stability, over approximately eight years of continuous
operation, has been favorably compared to the stability
of the international time and frequency standards
systems [1,2,3].

0-7803-0905-7/93 $3.00 © 1993 IEEE
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There are 36 STSC hydrogen masers presently
operational. Thirty of these are in use at standards
laboratories or radio astronomy stations and six are
complete and in the final testing phase at STSC.
Figure 1 gives the installation schedule and users of
these masers. A great deal of stability data, much of it
provided by independent laboratories, has previously
been documented [1]. One of the most important
questions remaining is how long will the masers
continue to operate without major maintenance of the
basic frequency determining systems, e.g. those which
are contained within the vacuum system and which, if
changed, would possibly cause a discontinuity in the
standard output frequency of the maser.

The most important factor in fundamental hydrogen
maser stability and reproducibility over very long
periods of time is the condition of the Teflon coated
quartz storage bulb within the cavity of the maser. If the
bulb surface becomes contaminated with material that
changes the wall shift or causes recombination of the
hydrogen molecule, the basic output frequency may
change, or the maser may even stop oscillating. With
approximately 130 maser years of operation and no
recalls for recoating of the storage bulb, it does not
appear that bulb surface degradation is a serious life
limiting factor. Line Q measurements on some older
masers presented later in this paper confirm that the
bulb surface is not degrading noticeably with time.

Another very important factor is the long term
stability of the cavity automatic tuning system. Spin
exchange tuning measurements on several of the older
STSC masers, along with extensive independent
measurements of long term stability, show that the



tuning system is very reliable and stable. Other
important factors, which could interrupt maser
operation, are replacement of the vacuum pumps or
refilling of the hydrogen supply bottle. As shown
further on in this paper, the pump life and hydrogen
utilization efficiency are extremely good in these
masers. No pump elements have been replaced due to
failure, or hydrogen bottles refilled to date, and in any
event, they may be replaced or refilled without
accessing the main maser vacuum or causing a later
change in the output frequency of the maser.

Essentially all other problems that might occur and
cause interruption of the maser, such as malfunction of
electronic systems, are external to the vacuum system
and relatively easy to repair. Upon repair of such
systems the maser standard output frequency returns to
the unperturbed value in a relatively short time with
high reproducibility.

STSC Atomic Hydrogen Maser Description

The Sigma Tau Standards Corporation hydrogen
maser is an active oscillator, with a natural output
frequency of 1,420,405,751.xxx,x Hz, derived from
quantum transitions between two of the four magnetic
"hyperfine” levels of the ground electronic state of
atomic hydrogen. This is the well known 21 cm line of
atomic hydrogen. Figure 2 shows the general physical
configuration of the maser and Figure 3 is a block
diagram illustrating the physical and electronic systems.

A small storage bottle supplies molecular hydrogen
under electronic servo control to the source discharge
bulb where the molecules are dissociated into atoms.
The atoms emerge from the source through a small
elongated hole, the source collimator, and then pass
through a magnetic "state selector” that directs a beam
of atoms in the correct quantum state to a Teflon coated
quartz storage bulb.

The storage bulb is located within a microwave
cavity resonant at the hydrogen transition frequency and
maser action results in CW emission. A portion of the
signal is coupled from the cavity and passes to a high
resolution receiver/synthesizer system. To provide the
proper environment for maser action and minimize
systematic perturbations, there are several levels of
thermal control, four levels of magnetic shielding and
two differentially pumped sections in the vacuum
system maintained by sputter-ion pumps.

121

The maser has an automatic frequency control
system of the cavity resonant frequency switching type
to reduce cavity pulling of the maser output [4]. This
cavity servo requires no other stable frequency source
as a reference (a requirement in other types of maser
automatic cavity tuning systems). Most importantly, the
short term stability is not significantly degraded, while
long term drift due to cavity pulling has been
substantially corrected [5]. Organizations requiring the
best long term stability and reproducibility, in addition
to the ease of rapid, noise free comparisons with other
standards, will find a maser with this auto tuning system
a great improvement over other systems.

Line Q - Method

The primary basis for the exceptional stability and
reproducibility of the atomic hydrogen maser is the
large atomic line Q (Q)), on the order of 2 x 10%, which
is derived from the large storage time of the atom
within the storage bulb and the low interaction energy
of the atom with the Teflon surface of the bulb [6].
There are scveral mechanisms affecting Q: the most
basic limitation is the quality of the Teflon coating of
the storage bulb which affects the recombination rate of
atoms to molecules on the surface or decorrelation
through phase shifting wall interactions [7]; then there
is the escape rate of the atoms through the bulb entrance
collimator, possible degradation by non-homogeneous
magnetic fields and change in Q, due to spin exchange
collisions between atoms [8].

It is not the intent of this paper to analyze Q or
atomic perturbation mechanisms, rather it is the stability
of Q, over long periods of time that is important here.
With constant or slowly varying Q, in conjunction with
long term stability data on the masers, it can be inferred
that the bulb wall is not changing, or is changing
slowly, and maser performance or operating lifetime is
not being degraded by changes in the storage bulb.

The method used for measuring Q, on the STSC
masers is illustrated with the help of the following
equation:

(Fm - Fo)/Fo = (QC/QI) X (Fc - Fco)/Fo' {l}
Here Q, is the cavity Q, Q, is the line Q, F, is the maser
oscillation frequency, F, is the maser oscillation
frequency when tuned, F_ is the cavity frequency and
F_, is the cavity frequency when tuned. (Due to spin
exchange interactions, which pull the maser frequency



in a direction opposite to cavity pulling, F_, is not equal
to F,.) To measure Q the cavity frequency is varied
and the resultant change in maser output frequency is
measured. Since Q_ varies little and is well know from
cavity measurements, Q, is easily calculated.

Spin Exchange Tuning Method

The most important environmental perturbation to
be overcome to achieve long term stability in hydrogen
masers is the cavity pulling effect. The ratio, QJ/Q,,
(Equation 1) has a typical value of about 2 x 10-3; this
low value explains why the hydrogen maser is so much
more stable than oscillators based directly on a
resonator, such as a cavity or quartz crystal, where the
oscillation frequency is directly dependent on the
resonance frequency. Still, after the quality of the bulb
coating is assured, the primary long term perturbation to
be addressed in the oscillating hydrogen maser is the
cavity pulling effect.

In the STSC hydrogen masers, the automatic cavity
tuning system stabilizes the cavity frequency. Spin
exchange tuning techniques, as discussed in references
[1] and [3], are used to sct the cavity frequency initially
so that (F; - F_) is close to zero, and then F = F, the
unperturbed maser frequency. Later measurements of
the "pressure shift" (a change in hydrogen beam flux
which changes Q, through spin exchange interactions)
indicate whether the cavity auto-tuner has maintained
the cavity at the spin exchange tuned position. The
measurement is carried out consecutively with
measurement of Q, using Equation 1.

Line O and Spin Exchange Tuning Measurements

It is not often that the opportunity arises to measure
the hydrogen maser parameters in older STSC hydrogen
masers, since they are in continuous operation at distant
locations. Four masers have been checked recently.
Two masers, "N-1" and "N-2" have been in
continuous operation at the U. S. Naval Research
Laboratory since they were delivered in September,
1985. At the invitation of NRL, one new STSC maser
was brought from Tuscaloosa, Alabama to NRL on the
occasion of the 1992 PTTI Meeting and used as a
reference against which the NRL masers could be
compared. The use of a third maser minimized the
interruption of the NRL masers and provided the extra
short term stability provided by the most recent STSC
masers. '

122

One other maser, NAV-1, was brought back to
STSC in February, 1993 for testing after surviving
hurricane Andrew at the USNO Florida substation. The
maser was completely functional and stable soon after
arrival and the Line Q and spin exchange offset were
then checked. Another USNO hydrogen maser, NAV-6,
was present at STSC for checking prior to being sent to
the KOKEE Park Geophysical Observatory, Kauai,
Hawaii in February, 1993. The overall results are given
below.

Maser Line Q SEOffset  Elapsed Time
Correction Years
N-1 175x10% + L1x1013 1.5
N-2 170x109 +/34x1014 7.5
NAV-1 1.78x10° +/-1.0x1014 1.8
NAV-6 177x10° +/-0.5x1014 1.0

The spin exchange offset (SE Offset) change from
the value set at the beginning of the elapsed time period
given above is the total maser output frequency
correction calculated from the pressure shift and has an
uncertainty of about +/-1 x 10-14 due to the combined
instabilities of both the maser being tested and the
comparison maser at both the beginning and end of the
elapsed time period. Within the error of the
measurements N-1 was the only maser requiring
correction of the spin exchange offset.

The above results, as well as measurements on many
masers during construction and initial test, indicate that
the cavity tuning system is not responsible for the small
amount of initial drift of the maser output frequency
usually observed on new STSC hydrogen masers. When
delivered, the drift of the maser is less than 2 x 10°13
+/- 1x 10-'5/day and is increasing in frequency. Later
data from organizations using the masers indicate that
the drift slows down with a time constant of about 6
months to a year{1].

This initial frequency drift is believed to be due to
chemical clean up of the Teflon wall surface by the
atomic hydrogen or to residual outgassing of adsorbed
contaminants from the wall. The relative constancy of
the line Q's implies that the bulb is not being
contaminated with vacuum background substances.

Vacuum Pumps

One of the concerns with many other hydrogen
masers is that the hydrogen pumps become saturated



and the vacuum system needs to be vented to
atmospheric pressure to replace the pumping elements
every few years. This invariably entails a lengthy period
for evacuating the maser after the pump change and
waiting for the temperature controls to balance, and it
also becomes necessary to spin exchange tune the maser
to recover stability and reproduce the previous output
frequency.

Experimentally and theoretically, the hydrogen flow
rate is exceptionally low in STSC hydrogen masers. The
typical total current in the ion pumps is between 80 and
120 microampers, which is between 10 and 20 times
lower than typical in other designs [9,10]. This pump
current corresponds to approximately 0.01 moles of
molecular hydrogen per year. The 20 liter/sec ion
pumps used in the current masers will absorb
approximately 0.6 moles of molecular hydrogen by
previous pump tests [9], and will probably absorb more
than this due to the very slow rate of hydrogen diffusion
into the pump cathodes in the present design. On this
basis it is expected that the present hydrogen pumps
should last on the order of 60 years or more.

The present experimental evidence on pump lifetime
does not contradict the above estimate [10]. The
hydrogen pump on one of the first masers of the present
type to be delivered (Maser N-1, presently at the U. S.
Naval Research Laboratory) has only a ten liter/second
hydrogen pump and has been operating continuously
since early 1985 with no sign of pump saturation. On
that basis it is expected that the 20 liter/second pumps
used on later masers should last at least 16 years. In
view of the fact that the pumps are readily changed it is
clear that pump lifetime is not a problem for long term
frequency continuity.

Hydrogen 1

Refilling of the hydrogen bottle has also been
required every few years in past designs of hydrogen
masers. The hydrogen supply in the present masers is
contained in a 75 cc stainless steel bottle at a maximum
pressure of 250 PSI. The hydrogen is absorbed in an
alloy of nickel and cerium free mishmetal which
initially contains two moles of molecular hydrogen. No
hydrogen bottle has ever had to be refilled on the STSC
hydrogen masers due to exhaustion of the supply. At
0.01 moles per year there is enough hydrogen to last
approximately 200 years. The bottle may also be
refilled without stopping the maser oscillation.
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Stability

Constancy of line Q and accuracy of tuning out
cavity and spin exchange related variations do not by
themselves indicate lack of drift of the maser output
frequency. There are several other significant
perturbations to the maser oscillation frequency, namely
the 2nd order Doppler shift (special relativistic time
dilation), the magnetic field dependency and the wall
shift, as well as relatively smaller higher order factors.
The second order Doppler effect depends on the
velocity of the atoms in the storage bulb, and so
ultimately on the temperature, with a temperature
coefficient of approximately 1.5 x 10-13/°C. Since the
temperature is controlled to a stability of approximately
105°C/day to obtain the typical daily frequency
stability, the Doppler shift is not a significant
contributor to instability.

The magnetic field stability is also not a serious
limitation to stability, either long term or short term.
The typical operational Z-axis field in the maser
interaction region is 500 microgauss in the STSC
masers, and the frequency sensitivity to external field
variations is typically on the order of 1 x 10-14/gauss or
less. The variation of the "wall shift" with time appears
to be the main contributor to long term drift in these
masers. The total wall effect is only about 3 x 101! and
does not contribute to short term instability. However,
at the long term stability levels presently being achieved
due to the success of the automatic cavity tuning
system, the slow change in the wall shift over the first
one to two years of maser operation appears to be the
main limitation to long term stability.

However, after the first year or so of operation, the
typical apparent drift is so small that it can only be
estimated by comparison, via GPS, radio astronomy, or
other precise methods, with the international time and
frequency system over several months of observation.
Each maser is typically more stable than the usual
selected commercial passive standard clock ensemble
presently used in the majority of standards laboratories.
This performance is best illustrated by data obtained on
several STSC hydrogen masers used at the United States
Naval Observatory. (The original data used in the
following figures was obtained courtesy of the USNO
[11] but the final plots and interpretation are solely the
responsibility of the present authors.)



USNQ Masers NAV-1 -- NAV-8

Some of the data given below was included in a
paper by the present authors given at the 1992
Frequency Control Symposium [1]. The performance
illustrated is qualitatively continuing at this writing [11]
and fully illustrates one of the main points of the
present paper. Eight STSC hydrogen masers have been
delivered to the USNO. Five of these are presently used
in conjunction with the other standards involved with
the USNO time and frequency standards operation, the
other three are located more remotely at USNO radio
astronomy installations involved with geodesy, polar
motion and similar applications.
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Figure 4. Frequency Stability of STSC Masers vs.
BIPM (November 29, 1989 to February 27,1990)

Figure 4 shows the relative frequency of four masers
during a 90 day period starting in November, 1989,
versus the BIPM [1,2,3]. The frequency starting points
on the vertical axis are synthesized and arbitrary. All
four of the masers are increasing smoothly in frequency
relative to the BIPM by approximately two parts in 1013
per day, while the masers are varying between
themselves by one part in 1015 or less.
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Figure 5. Frequency Plots, USNO - STSC Masers
(Synthesizer frequency and phase changes removed)

Figure 5 shows the relative frequency of four STSC
masers for 500 days beginning November, 1990. The

drift between the masers is almost unnoticeable in this
figure and calculations indicate that the variation is on
the order of one part in 1016 per day or less.

Maser Drift - Fractional Frequency
NAV -2 +9.4 x 10-17/day
NAV -3 +0.4 x 10-17/day
NAV -4 -6.4 x 10-17/day
NAV -5 +9.4 x 10-17/day

Indicated above is the drift of the four masers shown
in Figure 5 relative to the BIPM for a period of 170
days ending in April, 1992, as reported by the USNO.
The error in the drift between masers is very small due
to the good short term stability of the masers, but the
drift with respect the BIPM has an uncertainty of +/- 1 x
1016 due to the errors associated with long distance
international measurements for a time interval of only
170 days. This data illustrates the degree to which the
maser frequency variations agree with the international
atomic time scale (BIPM) a year after the data in Figure
4 was obtained.

Other Stability Data

A great deal of stability data referencing the STSC
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